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Contaminated land and groundwater is a problem of growing concern in our society. An
increased environmental awareness, addressed in Sweden’s new environmental legislation
(0LOM|EDONHQ, 1999-01-01), has resulted in land and water contamination now being a major
factor in land use planning and management, real estate assessment, and property selling.
Investigation and remediation of contaminated areas are often associated with high costs. The
Swedish EPA currently estimates that there are 22 000 contaminated sites in Sweden, of
which approximately 4000 are in need for remediation.

The high costs and large number of contaminated sites are strong incentives for cost-efficient
investigation and remediation strategies. 0LOM|EDONHQ states that the environmental value of
the remediation process must be higher than the investment costs. Critical issues to be
addressed in order to meet the intentions of 0LOM|EDONHQ and to provide cost-efficient handling
of contaminated sites to landowners, operators, and the society are:

• What level of certainty is required to make sound decisions at a specific site, i.e. where,
how and to what extent should sampling be performed?

• What remediation strategy is the most favourable with respect to investment costs and
efficiency to meet specific clean-up goals?

Risk-based decision analysis is a theoretical approach to handle benefits, investment costs,
and risk costs in a structured way to identify cost-efficient alternatives. Today, decisions
regarding investigation strategies and remediation alternatives are in Sweden most often taken
without completely or openly evaluating the cost-efficiency of alternatives.

The present report is one of two literature reviews prepared within the project 5LVN�EDVHG
GHFLVLRQ�DQDO\VLV�IRU�LQYHVWLJDWLRQV�DQG�UHPHGLDO�DFWLRQV�RI�FRQWDPLQDWHG�ODQG��5LVNEDVHUDG
EHVOXWVDQDO\V�I|U�XQGHUV|NQLQJDU�RFK�nWJlUGHU�YLG�PDUN��RFK�JUXQGYDWWHQI|URUHQDGH
RPUnGHQ���The project is sponsored by the Swedish Geotechnical Institute (SGI) and carried
out in co-operation between SGI and the Department of Geology at Chalmers University. The
main purpose of the project is to evaluate and describe risk-based methods for cost-effective
investigation and remediation strategies with respect to Swedish conditions.�The two reports
are:

• 6DPSOLQJ�VWUDWHJLHV�DQG�GDWD�ZRUWK�DQDO\VLV�IRU�FRQWDPLQDWHG�ODQG, by Pär-Erik Back
(Department of Geology, Publ. B 486 and SGI, report Varia 500).

• 'HFLVLRQ�DQDO\VLV�XQGHU�ULVN�DQG�XQFHUWDLQW\�DW�FRQWDPLQDWHG�VLWHV, by Jenny Norrman
(Department of Geology, Publ. B 485 and SGI, report Varia 501).

The main purpose of the reports is to provide comprehensive descriptions of the state of the
art of decision analysis and sampling strategies for contaminated land. The reports form an
important basis for future work, not only in the specific project, but also in the wide topic of
risk-based decision analysis.

Göteborg 2000-12-20

Lars Rosén, Ph.D
Supervisor
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Contaminated land and groundwater is a problem of growing concern in our society. The
number of sites that may cause adverse effects to the environment and to human health is
high. The uncertainties associated with the spreading of contaminants and the effects that can
be caused by these are large. Additionally, the costs of investigation and remediation are high.
Thus, there is a need for developing methods to be able to deal with these problems cost-
effectively. With the aim to provide a scientific basis for the purpose of developing a risk-
based decision framework at contaminated sites, a literature review has been done. Decision
theory under different degrees of knowledge is described. Risk, in decision theory, is defined
as a state of complete probabilistic knowledge, whereas in practice, decisions at contaminated
sites are characterised by only partial probabilistic knowledge i.e. uncertainty. Different types
of uncertainty and probability estimations are presented. Also a review of studies conducted
where decision analysis is applied at different problems is included. The final section of the
report is a discussion, which comments on the most important aspects of using a risk-based
decision analytical approach at contaminated sites. The discussion is held at two different
levels; 1) the appropriateness of weighing costs against uncertainties and 2) practical and
theoretical difficulties to provide a useful input to decision situations with incomplete
knowledge.

.H\ZRUGV��CBA, contaminated sites, data worth analysis, decision analysis, groundwater
contamination, risk-cost-benefit analysis, risk analysis.
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����� %DFNJURXQG
Contamination from old industrial sites, older landfills and other smaller sites with a potential
to cause adverse effects on the surrounding environment and to human health is a problem
many countries quite recently started dealing with. Much effort has been put into the
development of risk assessment methods for the purpose of evaluating contaminated sites for
prioritisation and setting environmental guidelines. Contaminated sites are characterised by
large uncertainties both due to variability in the geological setting but also due to an often
limited amount of data. All contaminated sites are characterised by specific geological,
hydrogeological and geographical circumstances and need to be evaluated more or less site-
specific to be able to make sound decisions. Since sampling and remediation of contaminated
sites often is very costly there is a need for cost-effective prioritisation, remediation and
sampling of the site. Not including uncertainties in the analyses may lead to bad decisions and
cause unexpected costs, both as additional remediation costs and as environmental or health
effects. Risk-cost-benefit analysis, being of most interest to this study, is a formalised way to
incorporate economical considerations and uncertainties into the evaluation of remediation
and sampling strategies at contaminated sites. The motivation for doing this is that a large
number of uncertainties are present in several stages of an analysis and that these should be
made visible and compared with costs.

����� $LP
The aim of this report is to picture an overview of the role of risk, uncertainties and decision
analysis in connection to contaminated soil and groundwater to provide the scientific basis for
an ongoing research project “Risk-based decision analysis at soil and groundwater
contaminated sites”. Since decision analysis applied at contaminated sites is an
interdisciplinary field, aspects of economics, statistics, toxicology, and other sciences should
and will be discussed and accounted for, although in some cases very briefly. The content of
this report is mainly directed towards the foundations of decision analytical frameworks and
how uncertainties are introduced into decision-making. It should be noted that this report is
done from a hydrogeological point of view. This statement is not meant to belittle the
importance of other sciences, it is merely to openly state a fact that will colour the content of
this report.

����� 7KH�VWUXFWXUH�RI�WKH�UHSRUW
Chapter 2 gives a brief introduction to what is known as risk analysis, including risk
assessment, both human health risk assessment and ecological risk assessment. It includes a
subsection on environmental standards and legislative frameworks for risk assessment. Next,
chapter 3 gives an overview of the theoretical foundations for decision analysis. Cost-benefit
analysis is viewed as decision analysis with no uncertain outcomes and is thus included in this
part. Chapter 4 is devoted to the issue of uncertainties. Uncertainties play a major role in the
development of a decision framework, from model uncertainties to parameter uncertainties
and how uncertainties can be estimated. In Chapter 5 the aim is, with the background of
preceding chapters, to present different decision frameworks that have been published in the
scientific literature. Data worth analysis is also conceptually described. Chapter 6 is a
discussion with some conclusions for the continuation of the research project. Appendix A
contains a table of risk assessment methods. In Appendix B, some international networks for
the issue of contaminated land is listed. Identified research needs by two of these networks is
included. A list of suggested further reading that is not referred to in the text is presented in
Appendix C.
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Typically, risk is defined in different ways for specific purposes. It is not possible to claim
that one way of defining risk is always more adequate than another, since this will depend on
the purpose of defining risk. Instead it is important to understand the aim with defining risk in
a certain way.

Risk is often referred to as the combined effect of the probability of a harmful event to occur
and the magnitude of the consequence (Hartlén et al., 1998; Andersson & Lindvall, 1995;
Hamilton, 1996;). Figure 2.1 gives a general visualisation of the concept of risk in the form of
a risk matrix. Generally, a risk can only be postulated if: a) a hazard exists, b) a pathway
occurs via which the effects of that hazard can be transmitted, and c) a target or receptor is
exposed to doses of the contaminant hazard (Cairney, 1995). Thus, the casual chain of hazard
→ pathway → target/receptor has to remain unbroken. And as Asante-Duah (1998) writes, a
key underlying principle of risk assessment is that some risks are tolerable.

)LJXUH������$�JHQHUDO�YLVXDOLVDWLRQ�RI�ULVN�LQ�WKH�IRUP�RI�D�ULVN�PDWUL[�

The National Research Council (NRC, 1996) argue that risk should not be regarded as a
quantifiable physical reality at all and gives a general definition of risk as being "A concept
used to give meaning to things, forces, or circumstances that pose danger to people or to what
they value. Descriptions of risk are typically stated in terms of likelihood of harm or loss from
a hazard and usually include: an identification of what is "at risk" and may be harmed or lost
(e.g., health of human beings or an ecosystem, personal property, quality of life, ability to
carry on an economic activity); the hazard that may occasion this loss; and a judgement about
the likelihood that harm will occur."

For the purpose of human health risk assessment or ecological risk assessment, the risk is
commonly defined as a probability for a certain event. Referring to environmental literature,
Davies (1996) defines risk as the OLNHOLKRRG that injury or damage is or can be caused by a
substance, technology, or activity (see also Asante-Duah, 1998).
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Risk analysis is commonly the most general term, encompassing all activities aimed at
understanding, analysing, and managing risks. The National Research Council (NRC, 1996)
identifies two fundamental phases in risk analysis namely risk assessment and risk
management. Risk assessment is a set of analytical techniques for answering the question:
How much damage or injury can be expected as a result of some event? A committee of the
National Academy of Sciences (NAS, [1983]1) devised a formulation of risk assessment as a
four-step process; 1) hazard identification, 2) dose-response assessment, 3) exposure
assessment, and 4) risk characterisation. Risk management on the other hand, considers the
social, economic, and political factors involved in risk analysis (Davies, 1996; NRC, 1996;
Massmann and Freeze, 1987a, b). This determines the acceptability of damage and what, if
any, action should be taken. Figure 2.2 gives a traditional schematic overview of the two
phases of risk analysis and its interaction with research.

NRC (1996) refers to risk assessment as being a process for understanding and risk
management a process for action. Hartlén et al (1999) identifies an additional step following
after the risk assessment in some frameworks, namely risk evaluation. Risk evaluation
involves comparing and judging the significance of risk (Hartlén et al., 1999) and is often
viewed as being a part of the risk management process. Davies (1996) adds two more
concepts as being part of risk analysis, risk communication and comparative risk analysis
(risk ranking) - CRA. Risk communication is conveying information about risk and CRA is a
system for comparing different risks.

)LJXUH������$�VFKHPDWLF�UHSUHVHQWDWLRQ�RI�WKH�WUDGLWLRQDO�YLHZ�RI�ULVN�DQDO\VLV�FRQVLVWLQJ�RI
ULVN�DVVHVVPHQW�ZLWK�LWV�IRXU�VWHSV�DQG�ULVN�PDQDJHPHQW��$IWHU�15&��������

                                                
1Called “the Red Book” written the National Research Council of the Academy of Sciences in 1983 (Felter et al.,
1998; Asante-Duah, 1998; Covello and Merkhofer, 1993; NRC, 1996; Davies, 1996).
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����� 5LVN�DVVHVVPHQW
It is generally acknowledged that toxic material present or introduced in air, soil, water, food
etc. that poses risk to humans and ecological health forms a great challenge to environmental
management and prioritisation for action. Environmental risk assessment is developed as a
formalised tool for scientists to evaluate the toxicity data for chemicals to which humans are,
or may be, exposed and to attempt to identify and quantify potential risks to health (Felter et
al., 1998). Risk assessment can help identify existing hazardous situations or problems,
anticipate potential problems, provide a basis for regulatory control and corrective actions and
to help gage the effectiveness of corrective measures or remedial actions (Asante-Duah,
1998). The use of risk assessment in setting environmental standards is discussed in part 2.3.
Section 2.4 describes how risk assessment is recommended by the Swedish Environmental
Protection Agency (Swedish EPA) at contaminated sites.

������� +XPDQ�KHDOWK�ULVN�DVVHVVPHQW
The pathways for exposure of toxic substances to humans are generally categorised as:
inhalation of fugitive dust and volatile compounds, ingestion of water, soil, crops and diary
and beef products, ingestion of soil and sediment by accident or by pica behaviour2, and
dermal contact to soil and water (Asante-Duah, 1998). Equations to compute the exposure of
each exposure route can be found in literature (e.g. Asante-Duah, 1998). The effects are
measured in toxicity parameters for non-carcinogenic and carcinogenic effects. The cancer
risk is usually expressed as an excess lifetime probability to develop cancer over a population.
In Europe, the theoretical tolerable excess lifetime cancer risk typically used in the context of
genotoxic carcinogens on contaminated sites ranges from 10-6 to 10-4 per substance (Ferguson
et al., 1998).

The non-cancer risk is usually expressed by the hazard quotient (HQ) and/or the hazard index
(HI). The HQ is defined as the ratio of the estimated chemical exposure level to the route-
specific reference dose. The HI is used for the aggregate non-cancer risk for all exposure
pathways and all contaminants associated with a potential environmental contamination
problem. If the HI exceeds unity (1) there may be potential for adverse health effects (Asante-
Duah, 1998).

������� (FRORJLFDO�ULVN�DVVHVVPHQW
The ecological risk assessment evaluates the probability or likelihood that adverse ecological
effects will occur (or have occurred or are occurring) as a result of exposure to stressors from
various human activities (Smrchek and Zeeman, 1998). The authors define the term stressor
as a description of something chemical, physical or biological in nature, which can cause
adverse effects on non-human ecological components ranging from organisms, populations
and communities, to ecosystems. The ecological risk assessment process is slightly modified
from that of human health risk assessment (Smrchek and Zeeman, 1998; Asante-Duah, 1998).

There are in principle two approaches, top-down and bottom-up. Although the top-down
approach, which evaluate toxic effects in a ecosystem perspective is preferred it is difficult to
carry out. In the bottom-up approach, hazards and risks identified are extrapolated from
laboratory tests in organisms to populations, communities and even ecosystems.
Ecotoxicology tries to combine the two approaches (Smrchek and Zeeman, 1998; Asante-
Duah, 1998).

                                                
2 Pica behaviour (eating of non-food items, including soil) is common in many toddlers and children (Canadian
Association of Physicians for the Environment, 2000).
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������� 0RGHOV�IRU�ULVN�DVVHVVPHQW
The human health risk assessment model most referred to is that by the National Research
Council of the Academy of Sciences in 1983 (NAS-NRC), also called the red book (Felter et
al., 1998; Asante-Duah, 1998; Covello and Merkhofer, 1993; NRC, 1996; Davies, 1996). The
model has been widely used by government agencies in the USA for assessing the risks of
cancer and other health risks that result from exposure to chemicals. Four steps are proposed
in a complete risk assessment, hazard identification, dose-response assessment, exposure
assessment, and risk characterisation.

+D]DUG�LGHQWLILFDWLRQ
Hazard identification involves a qualitative assessment of the presence of, and the degree of
hazard that an agent could have on potential receptors. It involves an evaluation of the
appropriateness, nature, quality and relevance of scientific data on the specific chemical; the
characteristics and relevance of the experimental routes of exposure; and the nature and
significance to human health of the effects observed (Felter et al., 1998). A quantification of
the concentration at which they are present in the environment should also be conducted.

Hazard identification of non-cancer end-points and carcinogens differs slightly. Hazard
identification for non-cancer end-points depends much on professional judgement whether to
judge an response as adverse or not since toxic chemicals often elicit more than one adverse
effect. To determine whether a compound has the potential to elicit a carcinogenic response or
not many types of information can be used: epidemiological information, chronic animal
bioassays, etc. Classification schemes for carcinogenicity has been developed for this purpose
(Felter et al., 1998).

'RVH�UHVSRQVH�DVVHVVPHQW
A dose-response assessment is a further evaluation with specific emphasis on the quantitative
relation between the dose and the toxic response. Information for doing this assessment can be
derived from different studies on human exposures, epidemiology etc. Most important is that
the dose-response assessment is based on data of sufficient quality, as judged by experts.

([SRVXUH�DVVHVVPHQW
The exposure assessment estimates the magnitude of actual and/or potential receptor
exposures to environmental contaminants, the frequency and duration of these exposures, the
nature and size of the populations potentially at risk, and the pathways by which the risk
group may be exposed. To complete a typical exposure analysis for an environmental
contamination problem, populations at risk are identified, and concentrations of the chemicals
of concern are determined in each medium (air, water, soil etc.) to which potential receptors
may be exposed (Asante-Duah, 1998).

5LVN�FKDUDFWHULVDWLRQ
Risk characterisation involves integration of information from the first three steps to develop
a qualitative or quantitative estimate of the likelihood that any of the hazards associated with
the agent of concern will be realised in exposed people (Felter et al., 1998). It should also
include an elaboration of uncertainties associated with the risk estimates. It includes a
discussion of the assumptions made and the overall quality of data. It is here where the risk
assessment results are expressed.
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2WKHU�PRGHOV�IRU�ULVN�DVVHVVPHQW
An example of another model for risk assessment was presented by Covello and Merkhofer
(1993). Their model of risk assessment consists of; release assessment, exposure assessment,
consequence assessment, and risk estimation. The risk chain is identified as; risk source
release processes – exposure processes – consequence processes. They note that their model is
similar to the NAS-NRC model but list some significant differences of which the most
important is that the NAS-NRC model includes hazard identification in risk assessment when
the above mentioned authors choose to view it as a separate process that is necessarily
conducted prior to risk assessment.

A complete risk assessment requires the application of a large and diverse set of methods as
noted by Covello and Merkhofer (1993). In Appendix A is a list of a number of methods
categorised according to their proposed risk assessment model. It is obvious, whichever
models for risk assessment and methods for the different steps of such an assessment one
chooses, that a number of skills and expert knowledge are required. This makes risk
assessment difficult since it requires communication between different experts and the public.
In turn, rightly done it provides a good basis for discussion and communication.

����� 5LVN�PDQDJHPHQW
A guide developed by the American Chemical Society & Resources For the Future (1998)
points out three tasks as essential in risk management.

1. To determine what hazards present more danger than society is willing to accept.
2. To consider what control options are available.
3. To decide on appropriate actions to reduce (or eliminate) unacceptable risks.

The risk assessment procedure as described in previous section is an input to risk management
but fails to alone provide answers on how to make trade-offs between risks and costs or how
to prioritise risks. Of course, risk management enters the political arena since the answer to
such issues depends on society’s values and priorities. Hansson (1989) concludes that risk
decisions are part of the general political process and that expert assessments should be
presented in a way that reflects the complexity of the subject matter, instead of repressing it.
Decision theory is introduced in chapter 3. Decision theory has developed as a tool to aid in
complex situations where decisions must be made.

Subsections of risk management are risk perception and risk communication. There is
plentiful literature in these areas, many of which the contributors are psychologists and
philosophers by profession.

5LVN�SHUFHSWLRQ
Hansson (1989) presents eight factors of risk comparisons as different dimensions of risk.
Those are 1) the character of the negative consequences, 2) control and free choice, 3)
individual and collective perspective on risks, 4) large disasters and probability, 5) the time
factor, 6) decisions under uncertainty, 7) new and old risks, and 8) the availability of
knowledge. These are all factors that influence our understanding and perception of risk.

5LVN�FRPPXQLFDWLRQ
Risk communication is directed at increasing the public’s knowledge of risk issues and
participation in risk management (American Chemical Society, 1998). Examples are warning
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labels, public databases, and public hearings on these issues. It is a dialogue between the
interested parties – risk experts, policy makers, and affected groups of the public.

����� (QYLURQPHQWDO�VWDQGDUGV
Environmental standards can, according to Whitehouse & Cartwright (1998), be used for the
following purposes:

� Environmental benchmarks against which environmental monitoring data can be assessed;
� Setting goals for pollution control activities;
� Acting as triggers for remedial action;
� Environmental management tools which can be applied across different locations and

times.

Whitehouse and Cartwright (1998) uses a simplified model from Barnett and O’Hagan [1997]
to show where different types of regulations are used (figure 2.3). The pollutant is generated
(actions), received by the environment (exposure), biota and/or humans become exposed to
the pollutant (contact) and finally, effects show (effects). Action-based standards can be
exemplified by restrictions on the use of certain products, standards applied to the point of
entry by fixed uniform emission limits in air, water and soil. Standards which apply to the
point of contact does not depend on how the contamination entered the medium, merely on
critical end-of-pipe concentrations after a defined “mixing zone”.

Effect-based standards are rarely used and are expressed in terms of toxicity rather than
chemical concentrations, taking into account simultaneous exposure to a range of
contaminants (Whitehouse & Cartwright, 1998). According to Johannesson (1998) limit
values and guide values for exposure, emission, concentration etc. are important tools for
authorities to reduce risks.

)LJXUH������3RVLWLRQV�DW�ZKLFK�HQYLURQPHQWDO�VWDQGDUGV�PD\�RSHUDWH��$IWHU�:KLWHKRXVH�DQG
&DUWZULJKW��������

For the purpose of this literature study, standards that apply to the point of exposure is of most
interest. Whitehouse and Cartwright (1998) present three models to obtain soil standards: the
mass-balance approach, the technical approach and by “risk-based” models. The mass-
balance approach applies to agricultural soils and aims at maintaining the status quo between
inputs to the soil and outputs in crops. The technical approach uses human toxicity and eco-
toxicity effects data to determine soil standards. Finally, “risk-based” models are similar to

ACTIONS POINT OF
ENTRY

POINT OF
CONTACT

EFFECTS

Decreasing uncertainty about environmental effects

Decreasing uncertainty about costs of implementation
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the technical approach but includes physico-chemical models for the transfer of pollutants to
the identified receptors, thus a risk assessment approach. King (1998) notes that risk
assessment is increasingly being used in the UK and in the EU as an aid in standard setting.

According to Wentsel (1998), the US EPA implements narrative directives primarily through
three different approaches: health-based standards, technology-based standards and no
unreasonable (balanced) risk standards. Health-based standards regulate the protection of
human health or the environment without regard to technology or cost factors. It is a zero risk
standard. Technology-based standards require best practicable control technology, best
available technology for pollution reduction or treatment and often weighs the effectiveness
of a technology against costs, rather than risk reduction. Balanced risk-based standards
requires the balancing of risk assessment results against cost-benefit to determine the risk
management approach.

Wentsel (1998) and Whitehouse and Cartwright (1998) thus slightly differs in their definition
on the different methods to derive standards. What is remarkable is that the US EPA explicitly
requires weighting of costs and benefits.

*HQHULF�JXLGHOLQHV�DW�FRQWDPLQDWHG�VLWHV�LQ�6ZHGHQ
The Swedish EPA has developed generic guideline values for contaminated soils in Sweden
according to a health-risk based model (Statens Naturvårdsverk, 1996a, b). Generic guideline
values are developed for three different kinds of land-use: sensitive use, e.g. land used for
residential areas, kindergarten, agriculture, groundwater extraction, etc.; land with less
sensitive use and groundwater extraction, e.g. land used for offices, industry, roads, etc.; less
sensitive use as above but with no groundwater extraction.

For human health effects the following exposure pathways have been considered: direct
intake of contaminated soil; dermal contact with contaminated soil and dust; inhalation of
dust from the contaminated site; inhalation of vapours; intake of contaminated drinking water
for land-use with groundwater extraction; intake of vegetables grown on the contaminated site
(land for sensitive use); intake of fish from nearby surface water (land for sensitive use). Eco-
toxicological effects both on the site and due to transport is taken into account. The basic
principle of the Swedish EPA has been to choose the lowest value of human toxicological and
eco-toxicological value. (Statens Naturvårdsverk, 1996b) Other countries also have risk-based
guidelines. The Swedish EPA (Statens Naturvårdsverk, 1996a) mention the Netherlands,
USA, Canada, UK, Germany and Denmark. The methods used are similar but the models are
adapted to country-specific conditions.

*HQHULF�YHUVXV�VLWH�VSHFLILF�JXLGHOLQH�YDOXHV
Generic guideline values may in some cases be so low that it will be extremely costly or
impossible to clean everything to such low concentrations, at least with existing remediation
technologies. In recent literature there are several suggestions on how to model site-specific
conditions to obtain more relevant site-specific limit values.

Nikolaidis et al (1999) suggests a methodology for site-specific mobility-based cleanup
standards for heavy metals in glaciated soils. The methodology includes a detailed soil
characterisation, laboratory mobility studies, and mathematical modelling and would be an
alternative to the traditional, risk-based approach for establishing site specific cleanup criteria.
In principal it is based on an assumption that not the whole amount of contaminant in the soil
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will be mobilised, but adsorbed to some extent and also naturally attenuated. The study was
done with Chromium and modelled with surface complexation reactions.

Hetrick and Pandey (1999) developed and used a vadose-zone soil-leaching mathematical
model to help define deep-soil preliminary remediation goals (PRG) at the Portsmouth
Gaseous Diffusion Plant in Portsmouth, Ohio. Deep soil was defined as unsaturated soil from
below the ground surface to depths exceeding 10 ft. (approximately 3.3 m). The study defined
those deep-soil concentrations that would most likely not cause groundwater contamination in
excess of US EPA guidelines. They conducted deterministic studies and complemented with
probabilistic studies so that a higher degree of certainty could be placed on the predicted
PRGs.

Mohamed and Côté (1999) used a decision analysis based model (DAPS 1.0, Decision
analysis of polluted sites) to answer the question whether a polluted site should be remediated
or not. Pathways are simulated via transport models and concepts of fuzzy set theory was
adopted to account for uncertainty in the input parameter. They evaluate the carcinogenic risk
(CR) and the hazard index (HI) and combine these to achieve a risk factor (RF). The risk
factor is evaluated to determine whether action is necessary or not.

Al-Yousfi et al (2000) proposed a risk-based zoning strategy for soil remediation at an
industrial site. High risk and medium risk areas were identified through direct human
exposure scenarios (inhalation, ingestion, and dermal contact) and resources were allocated to
these areas. The authors conclude that as opposed to simple comparison with soil cleanup
standards, their strategy has facilitated the tasks of sorting out information and directing
attention to zones of significant nuisance contribution.

����� /HJLVODWLYH�IUDPHZRUNV�IRU�ULVN�DVVHVVPHQW�DW�FRQWDPLQDWHG�VLWHV
When contaminated land is to be reclaimed there are, according to Cairney (1995), a range of
interest groups who inevitably become involved:

� Developers, whose interest are in minimal costs and fastest development completions.
� Financial bankers, who wish to maximise their profits without undue exposure to any

risks.
� Consultants, acting either for developers or for control bodies.
� Planning authorities and control bodies (acting for local authority and environmental

protection interests) whose aims are to minimise adverse impacts and avoid the public
being put at risk.

� The interested public, usually represented by local environmental pressure groups.

Obviously these groups have different perceptions and concerns, hence the risks that can
affect the different groups will also differ.

Regulatory agencies can be seen as institutions with the aim to make the private decision-
makers perspective more alike the societal decision-makers perspective. In economical terms,
one may say that it has a distributional role. Regulatory agencies that are to put up laws and
regulations have two main parties to consider; the public’s health and security and to provide
a good climate for companies to operate within (Cairney, 1995).
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������� 6ZHGLVK�(QYLURQPHQWDO�3URWHFWLRQ�$JHQF\
The Swedish Environmental Protection Agency (EPA) has estimated approximately 22,000
contaminated sites3 in Sweden of which 12,000 are identified. Many of these sites are in need
of remediation and the new law in 1999, the Environmental Code (0LOM|EDONHQ) is aimed at
facilitating this task. The law includes (Norman, 1999):

1. An obligation to report and make public any detected contaminants of land and water.
2. The possibility to register property and impose restrictions on land use.
3. Rules on liability for the investigation and remediation of contaminated land. The liability

rests in the first place with the person who caused the pollution, and then with the person
who owns the contaminated land.

There are two main principles underlying the law. The first is the precautionary principle,
meaning that actions to protect the environment may be needed before one is fully able to
predict the consequences. It also means that risk assessments should involve a generous safety
margin (Norman, 1999). The second key principle is the polluter pays principle. The Swedish
EPA will provide more than 500 million SEK of governmental resources to the Swedish
county authorities during a three-year period, starting 2000, for investigation and remediation
of contaminated areas where no responsible part can be found. Still, the major part of
necessary investments for investigations and remediation will come from responsible
landowners and operators.

The risk assessment as recommended by the Swedish EPA is made without concern for cost
or technology and involves identifying and describing the risk of adverse effects on human
health or the environment from a given site. The reason for making risk assessments are,
according to Norman (1999); to make it possible to rank the contaminated sites in order to
prioritise action, to assess the state and seriousness of the situation today and in the future,
and to assess contamination levels that may remain at the site. Figure 2.4 gives the outline of
the risk assessment scheme in Sweden.

Figure 2.4 illustrates three types of risk assessment procedures (Norman, 1999):

1. Risk classification, made in connection with inventories of contaminated sites.
2. Simplified risk assessment based on generic and/or sector-specific guideline values for

determining risks.
3. Detailed risk assessment based on site-specific values.

Future work identified is to concentrate on methods on how to develop clean-up goals,
principles and methods for detailed risk assessment, development of generic guidelines for
groundwater and sediments, and to provide support to county administrative boards and
municipalities with their work on remediation of contaminated sites (Norman, 1999).

                                                
3 A contaminated site is defined as "…a landfill site or area of soil, groundwater or sediment which is so
contaminated by a point source that concentrations substantially exceed local/regional background levels."
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)LJXUH������5LVN�DVVHVVPHQW�RI�D�FRQWDPLQDWHG�VLWH�DV�UHFRPPHQGHG�E\�WKH�6ZHGLVK�(3$�
�$IWHU�1RUPDQ��������

The Swedish EPA has developed a method of surveying contaminated sites ("MSCS" -
Method of Surveying Contaminated Sites4). The following gives a brief description of the
factors that are investigated in the risk assessment of contaminated sites as recommended by
the Swedish EPA (Statens Naturvårdsverk, 1999b). The different steps are thoroughly
described regarding methods and analysis. Forms produced by the Swedish EPA should be
filled out during the assessment procedure as a way to document investigations following a
standard. The main objective is that identification and assessment of contaminated sites will
be qualified and in unity, with the aim to prepare for further investigations and eventually
remedial actions. Figure 2.5 shows the risk classification matrix to be used in the assessment.
The measure of risk is here qualitative.

Risk class 1. “Very high risk”
Risk class 2. “High risk”
Risk class 3. “Moderate risk”
Risk class 4. “Low risk”

The y-axis is represented by spreading conditions from constructions, to constructions, in soil
and groundwater, to surface water, in surface water, and in sediments. Each transport pathway
is judged as being low, moderate, high, or very high. The division into these categories is
done by the help of principles, forms and tables.

                                                
4 ,Q�6ZHGLVK� MIFO – Metodik för Inventering av Förorenade Områden.
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)LJXUH������5LVN�FODVVLILFDWLRQ�PDWUL[�DFFRUGLQJ�WR�WKH�6ZHGLVK�(3$���$IWHU�6WDWHQV
1DWXUYnUGVYHUN�������

The x-axis is a combination of four different factors: the degree of hazard posed by the
pollutants (F), the level of pollution (N), sensitivity (K) and the degree to which the area is
worthy of protection (S) (abbreviations in Swedish).

The degree of hazard (F) is assessed from a number of hazard classes, put up by the National
Chemicals Inspectorate. Necessary to know is which substances are present at the site or
which substances can be expected to be present at the site. If a substance is not presently
classified, further investigations should be done. The level of pollution (N) is assessed from
how much the generic guidelines are exceeded. Generic guideline values exist for 36
contaminants or groups of contaminants in soil. Sector-specific guideline values related to
petrol stations exist for 18 contaminants or groups in soil and 12 groundwater contaminants
(Norman, 1999).

Sensitivity (K) is the degree to which humans and the environment will be exposed to the
contaminants today and in the future. Low sensitivity is where humans do not get exposed,
e. g. a fenced-in site with no ongoing activity. Highly sensitive, on the other hand are areas
where humans live permanently, children are exposed or where groundwater or surface water
is used for drinking water purposes. Worth of protection (S) is a categorisation from the
principles that already polluted areas have a low value whereas e.g. national parks, areas with
specific species or eco-systems present have a high value.

The methodology can be used for all sorts of contaminated sites (old industrial sites, landfills
etc.) with varying amount of data and varying quality of available data. When large
uncertainties exist the classification should be stricter, that is, be on the "safe side". The
(subjective) judgements should be based on a "probable but bad case" and not on "worst case"
as this may overestimate the risk gravely.
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��� '(&,6,21�$1$/<6,6

Keeney (1982, 1984) thinks of decision analysis as “a formalization of common sense for
decision problems which are too complex for informal common sense.” Dakins et al. (1994)
describes it as “Decision analysis is a technique to help organize and structure the decision
maker’s thought process, elicit judgments from the decision maker or other experts, check for
internal inconsistencies in the judgements, assist in bringing these judgements together into a
coherent whole, and process the information and identify a best strategy for action”. A more
technical definition is “a philosophy, articulated by a specific set of logical axioms, and a
methodology and collection of systematic procedure, based upon those axioms, for
responsibly analysing the complexities inherent in decision problems” (Keeney, 1984). Risk
management decisions are often complex decision situations with several affected groups and
different types of information.

����� 'HFLVLRQ�WKHRU\
Decision theory is according to Hansson (1990) one of the truly interdisciplinary sciences.
The major sciences involved in decision theory was listed by Patrick Suppes in 1961. Table
3.1 is a modernisation of the list done by Hansson (1990). The list is divided into four groups
depending on normative or descriptive emphasis or whether individual or group decisions are
of interest. A normative decision theory is a theory about how decisions should be made,
whereas a descriptive theory is a theory about how decisions are actually made. Individual
decision-making may as well apply to decision-making by groups, given that the group acts as
if it were a single individual. A collective decision theory, on the other hand, is a theory that
models situations in which decisions are taken by two or more persons, who may have
conflicting goals or conflicting views on how the goals should be achieved. Most studies in
collective decision theory concerns voting or bargaining or similar. Hansson (1990) places
risk analysis in all four squares in Suppes’ diagram.

7DEOH������+DQVVRQV��������PRGHUQLVHG�YHUVLRQ�RI�6XSSHV¶�WDEOH�>����@�RI�WKH�PDMRU�VFLHQFHV
LQYROYHG�LQ�GHFLVLRQ�WKHRU\�

,QGLYLGXDO�GHFLVLRQV *URXS�GHFLVLRQV
1RUPDWLYH�WKHRU\

Classical economics
Statistical decision theory
Moral philosophy
Jurisprudence
Game theory
Artificial intelligence
Optimisation
Fuzzy set theory
Risk analysis

Game theory
Welfare economics
Political theory
Social decision theory
Risk analysis

'HVFULSWLYH�WKHRU\
Experimental decision studies
Learning theory
Survey studies of voting behaviour
Artificial intelligence
Risk analysis

Social psychology
Political science
Risk analysis

Another categorisation in decision theory is the degree of knowledge under which a decision
is made. Table 3.2 gives a scale of knowledge situations in decision problems. Hansson
(1990) concludes that decision how to store nuclear waste is clearly an example of decision-
making under uncertainty.
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7DEOH������'HJUHHV�RI�NQRZOHGJH��+DQVVRQ��������

&HUWDLQW\ Deterministic knowledge

5LVN Complete probabilistic knowledge

8QFHUWDLQW\ Partial probabilistic knowledge

,JQRUDQFH No probabilistic knowledge

Hansson (1990) identifies three stages in the decision process. These are identification of the
problem, development to define and clarify the options, and selection of alternative. Figure
3.1 shows the relationship between these stages and their routines, which is circular rather
than linear.

)LJXUH������7KH�GHFLVLRQ�SURFHVV��5HODWLRQVKLSV�EHWZHHQ�WKH�SKDVHV�DQG�URXWLQHV��DIWHU
0LQW]EHUJ�HW�DO��>����@�LQ�+DQVVRQ��������

Keeney (1982) takes a more narrow approach, while discussing the methodology of decision
analysis. He identifies four steps: 1) structure the decision problem, 2) assess the possible
impacts of each alternative, 3) determine preferences of decision makers, and 4) evaluate and
compare alternatives (see figure 3.2).
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)LJXUH������6FKHPDWLF�UHSUHVHQWDWLRQ�RI�WKH�VWHSV�RI�GHFLVLRQ�DQDO\VLV��6RPH�IHDWXUHV�RI
FRPSOH[LW\�LV�VKRZQ�LQ�WKH�GLIIHUHQW�VWHSV��IURP�.HHQH\��������

Hansson (1990) notes that the evaluation-choice routine in the selection stage (see figure 3.1)
is treated by far most in decision theory. The neglect of the other parts of decision theory may
be because they are not as readily accessible to mathematical treatment as the evaluation-
choice routine. Hansson (1990) argues that one of the most urgent tasks for normative
decision theory is to extend its interest to the other routines of a decision process. Important
though, is to point out that decision theory does not enter the scene until the ethical or
political norms are already fixed. Thus, decision theory provides methods for an
environmental agency to minimise toxic exposure, but the basic question whether it should try
to do this is not treated.

A decision is unstable if the very fact that it has been made provides a sufficient reason to
change it. Hansson (1990) writes that there is a debate whether a rational decision must be
stable. There are also suggestions on how to incorporate stability tests in decision analysis.

����� 'HFLVLRQ�PRGHOV
Depending on what degree of knowledge is present, different decision models can be applied.
However, the necessary information for a specific decision model is not always available.
Thus in practice, decision-makers are often forced to make decisions under uncertainty and
under pressure against time (Johannesson, 1998). Part 3.3 to 3.9 describes different decision
models. Johannesson (1998) lists different kind of knowledge that are present in the decision
models he presents, see table 3.3.
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7DEOH������'LIIHUHQW�NLQG�RI�NQRZOHGJH�OLVWHG�E\�-RKDQQHVVRQ��������

�D The decision alternatives are known, and so is the outcome of each alternative.

�E The decision alternatives are known, and so is the probability of different outcomes when
choosing each of them.

�F The decision alternatives and their possible outcomes are known.

�D The utility5 of different outcomes are known.

�E It is possible to rank different outcomes according to their utility.

����� ([SHFWHG�8WLOLW\
The dominating model of decision-making under risk is the expected utility (EU) model.
Criteria 1b and 2a in table 3.3 must be fulfilled. Every possible outcome is assigned a utility.
The utility is weighted with the probability of the outcome and the objective of the decision
model is to maximise the expected utility (MEU). Johannesson (1998) points out that the EU
rule can be a too risk-taking strategy in situations which are unique or rare, or situations
which include a possibility of catastrophic outcome.

Both the utilities and the probabilities can be either objective or subjective (Hansson, 1990).
Expected utility theory with the use of both subjective utilities and subjective probabilities is
commonly called Bayesian decision theory, or Bayesianism. %D\HVLDQ�GHFLVLRQ�WKHRU\�LV
DOZD\V�XQGHU�ULVN�RU�FHUWDLQW\� An operative limitation of Bayesianism is that no
intersubjectively valid expected utilities can be calculated (Hansson, 1990). That is, if utilities
are subjective they may (or will inevitably) differ from person to person.

On the other hand, objectivist expected utility has a weak normative standing since there are
situations in which decision makers violate consistency, so called paradoxes. One of the most
well known paradoxes is the one of Allais [1953] (Bell, 1982; Hansson, 1990). He showed
that although most people select a prize of [A: $1 million for sure] rather than a gamble giving
[B: a 10% chance at $5 million and a 90% chance at nothing], a majority of people prefer a
gamble offering [D: a 10& chance at $5 million and a 90% chance at nothing] rather than a
gamble of [C: an 11% chance at $1 million and an 89% chance at nothing]. This can be
presented in decision matrixes, see figure 3.3.

6��>����@ 6��>����@ 6��>����@
$ 1 000 000 1 000 000 1 000 000
% 5 000 000 1 000 000 0

6��>����@ 6��>����@ 6��>����@
& 1 000 000 0 1 000 000
' 5 000 000 0 0
)LJXUH������$OODLV¶�SDUDGR[�SUHVHQWHG�LQ�WZR�GHFLVLRQ�PDWUL[HV��DIWHU�+DQVVRQ��������

This behaviour is incompatible with being consistent with maximising the expected utility (in
this case both subjective and objective). There are some broadened models of expected utility
such as regret theory and prospect theory to deal with such cases.
                                                
5 The utility of an outcome is a concept meaning the satisfaction, happiness or wellbeing of an outcome. The
quantification of utilities is mostly done in monetary terms, although this may fail to reflect the true utility.



6*,�9DULD����

22(76)

������� 5HJUHW�WKHRU\
Bell (1982) suggests to incorporate regret in expected utility analysis because the single-
attribute utility function seems to produce paradoxes, thus failing to describe some simple
comparisons. Regret theory makes use of a two-attribute utility function, 1) utility of
outcomes and 2) quantity of regret (Bell, 1982; Hansson, 1990). Hansson (1990) describes
regret as “the painful sensation of recognising that ‘what is’ compares unfavourably with
‘what might have been’.” See further part 5.3.3.

������� 3URVSHFW�WKHRU\
Hansson (1990) mentions prospect theory as another alternative to expected utility theory. It
is especially developed for problems with monetary outcomes and objective probabilities. The
monetary outcomes are replaced by a values function v, depending both of the (subjective)
utility of the outcome and the present state of wealth (see figure 3.4). The objective
probabilities are transformed to decision weights by means of a function π, between 0 and 1.

)LJXUH������7KH�YDOXHV�IXQFWLRQ�LQ�SURVSHFW�WKHRU\��DIWHU�+DQVVRQ���������+HUH�LW�LV
DV\PPHWULF��LPSO\LQJ�WKDW�D�QHJDWLYH�HIIHFW�LV�PRUH�EDG�WKDQ�D�SRVLWLYH�HIIHFW�LV�JRRG�

����� 0D[LSUREDELOLW\
The maxiprobability decision rule makes the decision only on basis of the most probable
outcome associated with each alternative. The rule requires criteria 1b and 2b in table 3.3 to
be satisfied. The decision rule is insensitive to scenarios with low probability but high
disutility, meaning that the biggest risks could be left out (Johannesson, 1998).

����� 0LQLPD[
The minimax decision rule (also named minimax regret, minimax risk, or minimax loss)
focuses on the possible regret of each alternative and advices you to choose the option with
the lowest maximal regret (to minimise maximal regret). This decision rule requires criteria
1c and 2a in table 3.3 to be satisfied.
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����� 0D[LPLQ�DQG�PD[LPD[
The maximin rule urges us to choose the alternative that has the maximal security level, thus
the alternative that has the best worst outcome. Criteria 1c and 2b in table 3.3 must be
satisfied. The maximax decision rule focuses on the best cases instead of the worst cases, thus
choose the alternative whose best possible outcome is best. Same criteria as for maximin are
required.

The maximin rule is commonly recognised as a major decision rule under uncertainty. The
maximax rule however, is commonly regarded as highly irrational (Hansson, 1990;
Johannesson, 1998).

����� &RVW�EHQHILW�DQDO\VLV
Cost-benefit analysis (CBA), or strictly VRFLDO�CBA was developed as a subject in order to be
a practical guide to social decision-making (Brent, 1996). The decision rule is to choose the
alternative that maximises the present value of all benefits less that of all costs. Criteria 1a and
2a in table 3.3 need to be fulfilled. Hence it requires a situation of complete knowledge. Of
course, this is seldom true and CBA is often performed under risk or uncertainty, although
this is not explicitly stated (Johannesson, 1998).

Brent (1996) breaks down the CBA process to four interrelated questions:

1. Which costs and which benefits are to be evaluated?
2. How are the costs and benefits evaluated?
3. At what interest rate are future benefits and costs to be discounted to obtain the present

value (the equivalent value that one is receiving or giving up today when the decision is
being made)?

4. What are the relevant constraints?

Brent (1996) then answers these questions from two different perspectives, namely from the
perspective of maximising the welfare of a private firm and maximising the social welfare,
table 3.4. It is a simple illustration of the different complexity in character of a "private" or
social CBA.
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7DEOH������$QVZHUV�WR�%UHQW¶V�IRXU�TXHVWLRQV�IURP�WZR�GLIIHUHQW�GHFLVLRQ�KRUL]RQV��%UHQW�
������

6RFLDO�&%$ 3ULYDWH�&%$

�� All benefits and costs are to be included,
consisting of private and social, direct and
indirect, tangible and intangible.

Only the private benefits and costs that can be
measured in financial terms are to be included.

�� Benefits and costs are given by the standard
principles of welfare economics. Benefits are
based on the consumer’s willingness to pay
for the project. Costs are what the losers are
willing to receive as a compensation for giving
up the resources.

Benefits and costs are the financial receipts
and outlays measured by market prices. The
difference between them is reflecting the firm’s
profit.

�� The social discount rate (which includes the
preferences of future generations) is to be
used for discounting the annual net-benefit
stream.

The market rate of interest is to be used for
discounting the annual profit stream.

�� Constraints are not allowed for separately, but
are included in the objective function. For
example, income distribution considerations
are to be included by weighting the
consumer’s willingness to pay according to an
individual’s ability to pay. A fund’s constraint is
handled by using a premium on the cost of
capital, that is, the social price of capital is
calculated which would be different from its
market price.

The main constraint is the funds constraints
imposed on the expenditure department.

������� 3UREOHP�DUHDV�RI�&%$
There are some problem areas that arise in applying CBA to environmental issues. Hanley and
Spash (1995) summaries the following:

(i)  The valuation of non-market goods, such as wildlife and landscape. How should this be
done, and how much reliance should society place on estimates so generated? Are we
acting immorally by placing money values on such things?

(ii)  Ecosystem complexity: how can society accurately predict the effects on an aquatic
ecosystem of effluent inputs?

(iii)  Discounting and the discount rate: should society discount? If so, what rate should be
used? Does discounting violate the rights of future generations?

(iv)  Institutional capture: is CBA a truly objective way of making decisions, or can
institutions capture it for their own ends?

(v)  Uncertainty and irreversibility. How will these aspects be included in a CBA?

Palmer (1998) acknowledges some difficulties to the use of economics as an appraisal
mechanism, such as the distribution problem and more fundamental, the underlying
assumptions of the approach of CBA. He concludes that it is limited in its application to
situations of choosing between options “by the need to recognise the institutional, ethical and
psychological problems, and by the need to make more complex analysis of behaviour in
circumstances of risk and uncertainty.“ As suggestions to explicit solutions, Palmer (1998)
mentions the inclusion of extending the economic model to include multi-attribute approaches
or by limiting economics to being a source of information, leaving more explicit trade-off to
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political processes. He also states that in the appraisal there is undoubtedly benefit in using a
consistent framework like that of CBA, and policy-making can only benefit from any process
that makes more explicit the opportunity cost of taking one action or another.

Johannesson (1998) argues that CBA should only be regarded as an aid in decision-making
since it does not solve the problem of uncertainty. He points out two main aspects that can be
critical to the results of the analysis:

1. To put money on non-market goods.
2. How to discount future costs and benefits.

������� 9DOXDWLRQ�RI�QRQ�PDUNHW�JRRGV
A number of techniques have been developed for the valuation of non-market goods. The
methods can be divided in direct and indirect methods. Indirect methods translate information
about a certain market good that are related to the non-market good, which value is
demanded. However, some values can not be related to any existing market good. For those
non-market goods a hypothetical market can be put up, which is defined as a direct method.
Table 3.5 summarises some methods for valuation of non-market goods. It is not possible to
make a thorough description/explanation of the methods in this report. Hanley and Spash
(1995), Brent (1996), Statens Naturvårdsverk (1997) and NRC (1997) give a good
background to the different techniques.

Pearce and Seccombe-Hett (2000) list seven potential uses of environmental valuation.
i) CBA of projects.
ii)  CBA of policies. (Since 1981, legislation in the United States has demanded that all new

major regulations be subjected to CBA.)
iii)  Pricing policy.
iv) Design of environmental taxes (ecotaxes).
v) National accounting – “green” accounting.
vi) As a management tool.
vii)  As a participatory exercise.

The main uses of environmental valuation have, according to the authors, been for CBA,
“green” national income analysis, and environmental tax design. Pearce and Seccombe-Hett
(2000) present some practical experience with economic valuation as input to policy design,
both at the pan-European level and at the national level within Europe, using the United
Kingdom as an example. The authors claim that not accounting for economical valuation has
imposed significant costs on Member States in for example the “excessive” standards for
cleanliness of drinking water and bathing water and anticipate a greater future role for
monetary valuation.
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7DEOH������0HWKRGV�IRU�YDOXDWLRQ�RI�QRQ�PDUNHW�JRRGV�

,QGLUHFW�PHWKRGV� 'HVFULSWLRQ

'HULYHG�GHPDQG�DQG
SURGXFWLRQ�FRVW�HVWLPDWLRQ
WHFKQLTXHV (NRC, 1997) or
GRVH�UHVSRQVH�IXQFWLRQV
(Hanley and Spash, 1995).

These techniques impute a value of a non-marketed environmental
input into a production process. Hence, these methods seek a
relationship between environmental quality variables and the output
level of a marketed commodity. The output may be defined either in
quantity terms or quality terms.

$YHUWLQJ�EHKDYLRXU�PHWKRG
(NRC, 1997) or the�DYRLGHG
FRVW�DSSURDFK�(Hanley and
Spash, 1995).

This method seeks the relationship between a change in
environmental quality and household expenditures. The household
may respond to increased degradation of consumption goods (such
as water, noise etc.) in various ways that are generally referred to as
averting or defensive behaviour.

+HGRQLF�SULFH�SULFLQJ�PHWKRG
�+30��(NRC, 1997; Hanley
and Spash, 1995; Statens
Naturvårdsverk, 1997)

The method seeks to find the relationship between the levels of
environmental services and the prices of the marketed goods. This is
typically applied to housing where house prices should reflect the
capitalised value environmental quality to the house-owner.

7UDYHO�FRVW�PHWKRG��7&0�
(NRC, 1997; Hanley and
Spash, 1995; Statens
Naturvårdsverk, 1997)

The idea behind the travel cost method is that people spend a certain
amount of money on travelling to recreational areas such as national
parks. This travel cost may be viewed as the price of access to the
site. Under a set of assumptions it is possible to derive the
individuals' demand for visits to a site as a function of the price of
admission.

'LUHFW�PHWKRGV� 'HVFULSWLRQ

&RQWLQJHQW�YDOXDWLRQ�PHWKRG
�&90��(NRC, 1997; Hanley
and Spash, 1995; Statens
Naturvårdsverk, 1997)

The value is based on interviews where direct questions are asked of
people’s willingness to pay (WTP) or people's willingness to accept
(WTA) for a certain good. This good can be almost anything. The
method has been applied to several ”goods”, such as; ”to save the
Swedish wolf from extinction” or ”to reduce the nutrient outlet to the
Baltic Sea by 50%”.

&RQMRLQW�DQDO\VLV�(NRC, 1997)
or�FRQWLQJHQW�UDQNLQJ�PHWKRG
(Hanley and Spash, 1995)

This method goes beyond the simple yes/no of a referendum format
and asks individuals to reveal more information about their
preferences by asking them to rank the hypothetical alternatives.

&RQWLQJHQW�EHKDYLRXU��RU
DFWLYLW\��PHWKRG (NRC, 1997)

This method involves the use of hypothetical questions about
activities related to environmental goods or services.

The Swedish Environmental Protection Agency (Swedish EPA) and other authorities have
been commissioned by the Swedish government to propose intermediate goals in conjunction
with the longer-term Swedish national environmental quality goals (Statens Naturvårdsverk,
1999a). The Swedish EPA recommended the sector authorities to use the National Audit
Board’s (RRV) presentation model for material produced for socio-economic decision-
making. The model of socio-economic assessment means weighting the costs and benefits of
each measure or package of measures taken against each other. The socio-economic
assessment may look different but some parts should always be included: (1) definition of the
measure – zero-alternative and alternative measures, (2) identification of parties affected by
the measure, both direct and indirect, and (3) identification of socio-economic costs and
benefits. When possible, the following should also be included: (4) quantification of socio-
economic costs and benefits, (5) monetary valuation of all relevant socio-economic effects,
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(6) discounting of all costs and benefits, and (7) weighting costs against benefits (Statens
Naturvårdsverk, 1999a).

(FRQRPLFDO�YDOXDWLRQ�RI�JURXQGZDWHU
The National Research Council (NRC, 1997) emphasises the importance of recognising and
quantifying the total economic value (TEV) of a groundwater resource. The TEV is the sum
of all services the groundwater resource provides. NRC (1997) divides them into two basic
categories, extractive and LQ�VLWX services. Extractive services are the municipal, industrial,
agricultural and commercial demands met by groundwater. These values can be viewed as
market goods and can more or less easily be calculated accordingly. ,Q�VLWX services are such
values connected to the presence of groundwater in the aquifer, that the water remains in
place. These may not be as obvious but are nonetheless important. ,Q�VLWX values identified by
the NRC (1997) are listed below.

1) Groundwater may have ecological values as it may recharge watercourses and wetlands
that have certain ecological functions.

2) A buffer value can be attributed for abstraction at special times.
3) Abstracting groundwater can cause soil subsidence that can be very costly; thus there is a

(geotechnical) value of the groundwater if it remains in the ground.
4) In areas used for recreation groundwater has as a consequence of its ecological functions,

recreational values.
5) In coastal area groundwater abstraction may cause sea water intrusion and hence degrade

the aquifer for future use.
6) NRC also lists existence values, which is one of the most controversial topics in

environmental economics. Existence value is a non-use function and purely the subjective
satisfaction of knowing that there is unaffected water.

7) Bequest values are another non-use function. It is the value of leaving clean water to
coming generations.

These last values, existence values and bequest values, are very difficult to estimate, but
intuitively we may attribute them a value.

([DPSOHV�RI�VWXGLHV�GRQH�LQ�D�VRFLHWDO�SHUVSHFWLYH
Sandström (1998) proposed a framework for valuing the groundwater as a drinking water
resource in a glaciofluvial deposit opposed to the value of exploiting it as a gravel resource.
Three types of effects are suggested to be accounted for, changes in groundwater level and
groundwater flow, changes of groundwater quality and changes in groundwater vulnerability
(i.e. that a contaminant reaches the groundwater resource). Scenarios are created for different
gravel exploitation alternatives and evaluated. The value of the glaciofluvial deposit is not
only extractive values or as a gravel resource. Sandström (1998) points out that a proper
valuation should include aesthetic, ecological, cultural, historical and recreational values, at
least as a qualitative description.

Press and Söderqvist (1996) made a contingent valuation study in Milan where drinking
water, narrowly meeting EU quality standards, is exclusively provided by groundwater
extraction. The study was done to estimate the economical value of avoiding further
degradation of groundwater quality. Gren, Söderqvist and Wulff (1997) conducted a study
with the purpose to present the costs and benefits from reductions in the loads of nitrogen and
phosphorus to the Baltic Sea. The study was carried out as an interdisciplinary cooperation
among researchers from economics, geography, marine biology and ecology.
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Environmental economics measure the monetary value of reduced mortality risk using the
“value of a statistical life” (VSL) defined by individuals’ preferences for small changes in risk
and income. VSL is a measure of the value of small changes across a population and not how
to value prevention of a specific death. Thus, if an individual’s VSL is $5 million, he would
pay $50 to reduce his risk of dying this year by 10-5. The value of VSL does not in imply that
the individual would pay $5 million to avert certain death this year, nor that the individual
would accept certain death in exchange of that amount. It implies that 100 000 similar people
would together pay $5 million to eliminate a risk that would be expected to randomly kill one
of them this year. Hammitt (2000) reviews the theoretical foundations and empirical methods
of estimated VSL and its dependence on variables such as age, income etc. Some empirical
studies of the value of life saving is presented, based both on revealed and stated preferences.
Estimates range between US$100,000 and US$10 million. Reviewers conclude that the most
reasonable values are US$1.6-8.5 million (1986$) and later US$3-7 million (1990$). Very
little correlation between stated WTP (by means of CV studies) and risk reduction was found
in the reviewed literature. Hammitt (2000) points out that there is a need for research to
clarify how individuals perceive differences in risk, in actual behaviour and in hypothetical
settings. The difficulties in communicating hypothetical risk reduction to survey respondents
lead according to Hammitt (2000) to varying estimates of VSL and diminish the credibility of
CV studies.

&ULWLFV�RI�&9�VWXGLHV
National Oceanic and Atmospheric Administration (NOAA) commissioned a panel due to the
([[RQ�9DOGH] oil spill to judge whether CVM was a valid technique for measuring passive-
use values associated with natural resource damage assessment. It resulted in a report that
endorsed the method and set down a series of recommendations for conducting a CVM survey
that were meant to be definitive (Spash, 2000). The Exxon case also produced a volume of
studies critical to CVM and many of the recommendations of the NOAA panel. Some critics
to the recommendations are:
• They were defined in a specifically American context.
• They recommend using willingness to pay (WTP) despite noting that willingness to accept

(WTA) is theoretically required for damage assessment. The panel’s argument that
conservative values are in some sense preferred can compromise the valuations and distort
incentives6.

• How one should act when opposing parties have interest in the study.
Generally, the NOAA guidelines did include some sensible suggestions for survey conduct
but also neglected a series of questions raised by psychologists among others (Spash, 2000).

Spash (2000) notes that protests among respondents in a CV survey might be expected on
grounds of fundamental disagreement with the approach to choose between loosing
environmental quality or paying some money to avoid it. This approach treats the
environment as fundamentally identical to marketed goods and services. Spash (2000) refers
to a number of studies where individuals have indeed been found to reject the idea of trading
environmental quality and deny the principle of “gross substitution”. Spash (2000)

                                                
6 Early CVM studies took the position that WTP and WTA should give the same result. Empirical and
experimental work however, showed that WTA format gave a proportional higher number of protest bids and
that in most cases stated WTP was significantly lower than stated WTA. That WTA > WTP may be due to 1)
loss aversion – individuals value a given reduction in entitlements more highly than an equivalent increase in
entitlements. 2) Income constraints on WTP bids. 3) Risk-averse consumers that are given only one chance to
value the good will on average overstate WTA and understate WTP (Hanley and Spash, 1993).
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investigates the ethical variables among the respondents and conclude that the monetary
values obtained fail to represent the exchange prices and welfare changes which economists
are trying to derive.

Sagoff (2000) argues that existence values (only measurable with CVM studies) reflect what
people think society ought to do not what they believe will benefit them. When, in essence,
the economic perspective is to reduce the public good to the welfare of the individual, this is
not as Sagoff (2000) states “a perspective particularly congenial to the common-law tradition,
the religious history, and the intellectual heritage of our nation.”

����� 'HFLVLRQ�FULWHULD�IRU�XQFHUWDLQW\
Hansson (1990) presents five different decision criteria for decision-making under
uncertainty. Here two are mentioned. Several of the most discussed decision criteria under
uncertainty try to compromise between these two. They require some kind of measure of
uncertainty of the probability of the different outcome (see further part 4.1).

0D[LPLQ�H[SHFWHG�XWLOLW\��0(8�
The decision rule is to choose the option with the largest minimal expected utility.

5HOLDELOLW\�ZHLJKWHG�H[SHFWHG�XWLOLW\
It is the same as the MEU decision rule with the addition that the probabilities are reliability-
weighted and thereafter used as a probability value.

����� 6RFLDO�GHFLVLRQ�WKHRU\
Social decision theory is concerned with the aggregation of individual preferences (Hansson,
1990) The aim is to find a rational way to combine individual preferences into a social choice.
It is thus a collective decision theory. The most common decision rule is the majority rule.
However, as Hansson (1990) shows this may result in decision instability.
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��� 81&(57$,17,(6

����� ,QWURGXFWLRQ
Decision situations at contaminated sites are in practice risk management situations. They
represent situations under uncertainty where the uncertainties at hand can be of various kinds.
Some of them we will describe in numbers, some of them we will not. And this is of course
one of the more problematic things in decision situations, the aspects that we do not consider
at all. Nevertheless, it is of importance to try to describe the uncertainties at hand. Issues to
consider are for example uncertainties of the geology and hydrogeology at the site,
uncertainties of the amount and degree of contamination, uncertainty how the contaminant is
transported, what the concentrations will be at the point of exposure to targets, and how it will
affect the identified targets. These uncertainties can be described in numbers, whereas
uncertainty to for example what the actual targets are is more seldom described in that way.
This last example can be seen as a model uncertainty, which will be discussed more in part
4.3. Worth discussing is how we choose to describe these uncertainties and how we estimate
them. In this part, an overview of uncertainties of different kind is presented.

8QFHUWDLQW\�DQG�YDULDELOLW\
It is in most of the literature differentiated between uncertainty and variability. Uncertainty is
due to the assessor’s perception of the system. Variability on the other hand is due to the
heterogeneity of that system. Variability and uncertainty is not always separated in
quantitative estimates of uncertainty. For example, Freeze et al. (1990) uses the ergodic
hypothesis7 to combine variability and uncertainty in their calculation of the hydrogeological
risk. This treats the system as homogeneous but random.

The Committee on Risk Assessment of Hazardous Air Pollutants (NRC, 1994) prefer to use
the concepts of parameter uncertainty and model uncertainty as opposed to variability and
uncertainty. Uncertainty in parameter estimates arises due to measurement errors, use of
generic data, or non-representativeness to mention a few. Model uncertainty arises due to gaps
in the scientific theory.

8QFHUWDLQ�SUREDELOLWLHV
Hansson (1990) defines risk as complete probabilistic knowledge and uncertainty as partial
probabilistic knowledge. Thus, when a risk is at hand we would know the exact probability
for the event to occur. When there is an uncertainty at hand the knowledge of the probability
for the event is only partially known. Hence, there is a degree of uncertainty of that
probability. There are methods to express the incompletely known probabilities such as the
binary measure that divides the probability values in two groups: possible and impossible
values. Another way of describing it is by using a second-order probability, thus a reliability
measure of the probability to have a certain value. To describe a probability for an event with
the use of a probability density function is a way of expressing a second-order probability.
Further Hansson (1990) mentions Fuzzy sets memberships as a way to express the vagueness
that is the uncertainty about a probability. In practice, all situations at contaminated sites are
situations under uncertainty. Mostly however, it is treated as situations under risk, where it is
assumed that all probabilities can be correctly described.

                                                
7 “(UJRGLFLW\ implies that the unique realization available behaves in space with the same pdf (probability
density function) as the ensemble of possible realizations. In other words, by observing the variation in space of
the property, it is possible to determine the pdf of the random function for all realizations.” (de Marsily, 1986)
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������� (VWLPDWLRQV�RI�XQFHUWDLQWLHV
In risk assessment expert judgement, traditional statistics and many other methodologies are
used for the quantification of a certain probability. Richards and Rowe (1999) devoted an
article in 5LVN�$QDO\VLV to the subject of decision-making with heterogeneous sources of
information. That is, sources with different levels of uncertainty. Generally, they identify four
different types of uncertainties: temporal – uncertainty in future and past states, structural –
uncertainty due to complexity, metrical – uncertainty in measurements and translational –
uncertainty in explaining uncertain results (Rowe, 1994; Richards and Rowe, 1999). Rowe
(1994) discusses these different dimensions of uncertainties and their parameters. Often the
variables in a decision model are made up with various sources of information and hence
different types of uncertainties with different possibilities to validate. Richards and Rowe
(1999) presents a hierarchy of different sources of uncertainty based upon ones’ ability to
validate data and models empirically: (1) standard distribution, (2) empirical distribution, (3)
validated model, (4) unvalidated model, (5) alternate models, (6) expert value judgement, (7)
best guess estimate, and (8) test case. The authors present a number of approaches to address
the problem and point out the importance to evaluate what one do not know and to make this
explicitly visible to the evaluator of the results.

Bayesian statistics can be used to formally use both subjective and objective information often
called soft and hard data. Bayes’ theorem is used to update our present model (our prior
subjective estimate of the model) of the true state of the system by means of additional
information (e.g. sampling). In words (Alén, 1998):

There are studies done to investigate how subjective estimates of probabilities can be more
reliable and how they affect decisions. Keeney and von Winterfeldt (1991) present the result
of a study done to improve the use of expert judgements in complex technical problems.
Instead of as often is the case an informal, implicit and undocumented use, they propose a
formal way of elicitation of expert judgement. Hammitt and Shlyakhter (1999) investigates
how prior (subjective) estimates of probability distributions influence the decision on whether
or not to collect additional data, using the concept of expected value of information (EVI8).
They conclude that if the prior distribution is too narrow, the calculated EVI will be biased,
and that it is likely to be a downward bias in cases of interest to risk analysis. The downward
bias is caused by the tendency of individuals to be overconfident in summarizing their
information, and especially to underestimate the probability of surprise (see also Johannesson,
1998). The authors recommend to adopt long-tailed distributions to reduce such
underestimates. As Taylor (1993) notes “…if the prior distribution is characterized by
probability highly concentrated on a narrow range of values, it is less likely to be influenced
by experimental data.” The phenomena of overconfidence in subjective estimates is well-
known as noted also by Hansson (1990) and Hammitt (1995). Hammitt (1995) notes that
because of overconfidence in prior probability estimates, additional information can actually
increase the uncertainty. Olsson (2000) investigates different methods of practically
estimating uncertainties as unbiased as possible.

                                                
8 Studies on data worth analysis is shortly presented in parts 5.1.1 and 5.3.5.
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Taylor (1993) examines how probability distributions can be developed for model input
variables in Monte Carlo simulations based on objective and subjective information. The
author states that input distributions are developed somewhat haphazardly and means that
there is a need for doing this more consequently. Often the combined use of empirical
evidence and subjective information is preferred. The selection of distributional family
(uniform, normal, Student’s t, etc.) is based on how the distribution will be used and the fit of
data. A simple approach to identify influential inputs prior to simulation is given. It can also
be used to assess how large the uncertainty or variability in a parameter would have to be to
influence the output distribution appreciably. Taylor (1993) considers exposure via ingestion
of contaminated food:

$W%Z
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([SRVXUH
⋅

⋅⋅=

where Cp is the concentration of contaminant in tissue of consumed plant crop, M is the
consumption of locally grown crop, Ed is the exposure duration, Bw is the body weight, and
At is the averaging time of exposure. Exposure is expressed in units of mg/kg/day.

If the inputs in the equation are independent then:
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where σ2 is the variance. The fraction of the variance in the natural log of exposure
attributable to each input, [L, is consequently σ2

ln([L)/ σ2
ln(([S). The calculation can be carried

out if the [L�are lognormal, loguniform, or logtriangular or can be approximated accordingly
(Taylor, 1993).

����� 8QFHUWDLQWLHV�DVVRFLDWHG�ZLWK�WKH�JHRORJLFDO�V\VWHP
Wood (2000) writes in his editorial note in *URXQG�:DWHU that heterogeneity was first
mentioned in the late 1950s and early ‘60s as a result of aquifer contamination forcing
hydrogeologists to look at smaller aquifer volumes. What follows from this statement is not
only the need for being able to describe the heterogeneity but also to adapt the parameter
statistics to the scale of interest in a study. Today there is a wide recognition of heterogeneity
and different approaches to deal with it.

Geostatistics is the statistics of observations located in space or time that can be correlated
spatially or temporally (Hohn, 1999). It provides a set of tools to describe how geological
parameters and geological stratigraphy vary spatially by different interpolation techniques
(different types of kriging). It can also be used to quantify local uncertainty. Dealing with
spatial data, the main difference between kriging (geostatistics) and Bayesian updating is the
use of subjective prior estimates. The use of prior estimates seems to be relatively widespread
in recent literature.

Freeze et al (1990) distinguish between two uncertainty models that should be used to
describe the total uncertainty in a hydrogeological simulation model (see further part 5.3):
geological uncertainty model and parameter uncertainty model. Geological uncertainties are
identified as uncertainties associated with the thickness of geological layers, hydrogeological
boundaries etc. Parameter uncertainty describes the variability of parameters such as
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hydraulic conductivity, porosity etc, see figure 4.1. A lot of research is devoted to studies on
parameter uncertainty, especially the hydraulic conductivity (see the following part).

)LJXUH������*HRORJLFDO�XQFHUWDLQWLHV�DUH�XQFHUWDLQWLHV�DVVRFLDWHG�ZLWK�WKH�WKLFNQHVV�RI
JHRORJLFDO�OD\HUV��K\GURJHRORJLFDO�ERXQGDULHV�HWF��3DUDPHWHU�XQFHUWDLQW\�GHVFULEHV�WKH
YDULDELOLW\�RI�SDUDPHWHUV�VXFK�DV�K\GUDXOLF�FRQGXFWLYLW\��SRURVLW\�HWF��$IWHU�)UHH]H�HW�DO�
�������

������� ([DPSOHV�RI�VWXGLHV�RQ�SDUDPHWHU�XQFHUWDLQW\�LQ�JHRORJLFDO�GDWD
Levy and Ludy (2000) used a Gauss-Hermite quadrature approach to quantify the uncertainty
of the delineation of one- and five-year wellhead protection area (WHPA) for two municipal
wells in a buried-valley glacial-outwash aquifer (not including spatial correlation). A shallow,
unconfined flow system was modelled with MODFLOW, where six modelling parameters
were used for the uncertainty analysis. The horizontal hydraulic conductivity of the outwash
deposits, vertical-to-horizontal hydraulic conductivity anisotropy ratio for the outwash
deposits, horizontal hydraulic conductivity of the silty-sand, recharge, river conductance and
effective porosity of the outwash deposits. The prior estimates of each parameter were derived
from field data, literature data, other modelling studies and subjective hydrogeological
understanding and then modified based on the study’s MODFLOW simulations. The flow
model was used to explore the ranges of possible parameter values that still produced
acceptable calibration results given the possible ranges of all other model parameters included
in the uncertainty analysis.

Copty and Findikakis (2000) estimated the uncertainty quantitatively in the evaluation of
groundwater remediation schemes due to natural heterogeneity represented by the hydraulic
conductivity. The hydraulic conductivity was defined as a random spatial variable whose
statistical structure was inferred from available hydraulic conductivity data. Multiple
realisations of the hydraulic conductivity field was generated by Monte Carlo simulations.
The probability that each of the realisations may represent the actual hydraulic conductivity
field was estimated by simulating the historical spread of a groundwater plume and compared
with measured concentrations. Bayes’ theorem was used to produce a conditional probability
of each realisation. The proposed remediation alternatives was simulated for all realisations
and the output weighted by the conditional probability of the hydraulic conductivity field
realisation. Finally, the performance of each remediation alternative was evaluated
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statistically. A numerical example was used to demonstrate the importance of modelling
probabilistically rather than deterministically because of the biased results that may be
obtained from a deterministic model.

Dou et al (1997) developed a method to incorporate ”soft” information in a transient
groundwater flow simulation using a fuzzy set approach. “Soft” or imprecise data may be
indirect measurements, expert judgement, subjective interpretation of available information
etc. The Fuzzy sets were used to describe imprecision (vagueness) in a nonprobabilistic
framework and the output of the simulations resulted in direct representation of uncertainty, in
this case hydraulic head uncertainty (Dou et al., 1997).

The uncertainty in predicting the rate of mass removal created by soil vapour extraction
(SVE) systems in the unsaturated zone due to soil heterogeneity was investigated by Barnes
and McWhorter (2000b). It was noted that SVE systems have consistently shown an initial
large mass removal in a short time and that the rate of mass removal decreases sharply as the
removal process continues. This is due to diffusion, which is the dominant mechanism in the
removal of compounds from regions of low permeability and high soil-water saturations in
heterogeneous soils. Barnes and McWhorter (2000b) developed a method to represent the
heterogeneities in permeability using Monte Carlo analysis and use the model to illustrate the
effect on mass removal predictions. The authors conclude that a deterministic modelling of a
SVE system may fail to predict the rate of mass removal.

Abbaspour et al. (1998) present a model of uncertainty analysis, BUDA (Bayesian
Uncertainty Development Algorithm) to account for the special characteristics of
environmental data: spatial and/or temporal autocorrelation, natural heterogeneity,
measurement errors, small sample sizes, and simultaneous existence of different types and
qualities of data. They treated hydraulic conductivity, porosity and longitudinal dispersivity as
random variables in order to model a chloride plume from a landfill. The prior uncertainties of
these variables were subjectively estimated. The uncertainties are propagated to a goal
function, which defines the best alternative. A data worth model was used for the reduction of
uncertainty in the model.

����� 8QFHUWDLQWLHV�LQ�FRQFHSWXDO�PRGHOV
Clearly, the understanding of the different processes such as release, transport, and exposure
is the base for a risk assessment. Conceptual models are often considered as an important part
for developing this understanding. Gorelick (1997) points out that going from observations of
the true system to the conceptual model is the most crucial step in simulation model
development.

Olsson et al. (1994) differentiate between a theory which is expected to be generally
applicable and a model which is used to provide a representation of a process or system for a
specific purpose. The model generally attempts to describe the aspects of nature that we think
are important for the problem we attempt to solve or the prediction we attempt to make. If the
approximations introduced in the definition of a model is valid or not can only be judged in
relation to the purposes of the application.

In relation to hydrogeological simulation models, Olsson et al. (1994) proposes that the term
conceptual model should be "…restricted to define in what way the model is constructed, and
that this is separated from any specific application of the conceptual model.” A conceptual
model is proposed to define the geometric (or structural) framework in which the problem is
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to be solved, the size of modelled volume (scale), the constitutive equations for the processes
included in the model, and the boundary conditions (Olsson et al., 1994, see figure 4.2).
Dagan (1997) points out in relation to stochastic modelling of groundwater flow that it is
important to specify the aim of the modelling effort because the models are problem oriented.

)LJXUH������+LHUDUFK\�RI�WKHRULHV�DQG�PRGHOV��$IWHU�2OVVRQ�HW�DO���������

A typical conceptual site model (CSM) in relation to risk assessment should according to
Asante-Duah (1998) include the following basic elements: 1) Identification of site
contaminants and determination of their physical/chemical properties. 2) Characterisation of
the source(s) of contamination and site conditions. 3) Delineation of potential migration
pathways. 4) Identification and characterisation of all populations and resources that are
potentially at risk. 5) Determination of the nature of inter-connections between contaminant
sources, contaminant migration pathways, and potential receptors. An accurate design is one
that will meet the overall goals of a risk assessment and environmental management program.
Additional and new data necessitates a re-design, or updating of the CSM.

American Society for Testing and Materials (ASTM, 1995) developed a standard guide for
developing conceptual site models for contaminated sites. The document guides through
activities such as; assembling information, identifying contaminants, establishing background
concentrations of contaminants, characterising sources, identifying migration pathways and
identifying environmental receptors. It is pointed out that the complexity of the model should
be consistent with the complexity of the site.

The definition of a conceptual model is more or less exact with different authors, but there
seems to be a general agreement. Two things are worth noting; a conceptual model is only
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valid for a specific purpose and the process of developing a conceptual model should be
iterative and based on scientific reasoning, considering both available data and information.

������� 4XDQWLILFDWLRQ�RI�PRGHO�XQFHUWDLQW\
Generally, model uncertainty is seldom accounted for. Dagan (1997) points out that
“…assigning probabilities and incorporating conceptual models in a formal, quantitative
framework has not been given sufficient attention in the literature, and generally only one
such model is chosen by modellers.”

A study by Bethke and Brady (2000) compares the use of the distribution coefficient (Kd) and
the use of surface complexation theory in contaminant (Pb) reactive transport models used for
example to design remediation schemes. The result of the two different approaches is
qualitatively different. Surface complexation theory is more realistic physically and
chemically but requires much more data input in the model. The authors conclude that the
results are different enough to make it worthwhile to use surface complexation theory. They
do not, however, quantify the effects in terms of for example costs.

Russell and Rabideau (2000) have another approach when examining different modelling
assumptions. They use two single-layer conceptual models of different complexity in
combination with different degrees of aquifer heterogeneity (variance of ln[K]) to model a
pump-and-treat design. They use the results in a decision analytical framework to assess the
impacts of the different assumptions. Whereas the assumed aquifer heterogeneity had a large
impact, the impact of complexity of the single-layer model was less.

����� 8QFHUWDLQWLHV�LQ�ULVN�DVVHVVPHQW
Risk assessment is associated with many uncertainties, not just hydrogeological uncertainties
but also uncertainties in toxicological data, cancer potency factors etc. Although this topic is
somewhat outside the scope of this literature review, it should be worthwhile to mention some
approaches. Primarily though, it is important to point out that it is not only the geology which
is heterogeneous but that populations are so as well. As Hamed (1999) points out, there has
been a growing trend towards using probabilistic methods in ecological and public health risk
assessment. The reason for this is that stochastic methodologies circumvent the need to use
single values that are usually overly conservative (Batchelor et al., 1998; Hamed, 1999).

As examples of variability in risk assessments the Committee on Risk Assessment of
Hazardous Air Pollutants (NRC, 1994) present: emissions variability, atmospheric process
variability, microenvironmental and personal-activity variability, and variability in human
susceptibility. The upperbound point risk estimates typically computed by the US EPA does
not convey the degree of uncertainty in the estimate, which causes the decision-maker to be
ignorant of the extent of conservatism, if any, that is provided in the risk estimate. NRC
(1994) recommend a formal uncertainty analysis as an iterative process where “the health or
economic impacts of the regulatory decision are large and when further research is likely to
change the decision.”

Hoffman and Hammond (1994) argue that few risk assessments performed contain a formal
uncertainty analysis and if it does, it is often qualitative although a quantitative approach
would be more defensible. They identify the need to carefully define the endpoint or target of
the risk assessment since this will influence the method of uncertainty analysis. Two types of
uncertainties are described, Type A and Type B in accordance to Safety Series No. 100 of the
IAEA (International Atomic Energy Agency). Uncertainty about a quantity that is fixed
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(deterministic) with respect to the assessment end point is called Type B uncertainty. When
the assessment end point is a distribution of actual exposures or risks (but the exposure to
specific individuals in the population remains unknown), the uncertainty is of Type A. It is
thus a separation of uncertainty and variability.

������� ([DPSOHV�RI�VWXGLHV�RQ�XQFHUWDLQW\�LQ�ULVN�DVVHVVPHQW
Maxwell and Kastenberg (1999) made a stochastic study on predicting cancer risk from
contaminated groundwater. The model included heterogeneous subsurface flow and
contaminant transport, subsurface receptor locations (wells), a water distribution network, and
a household exposure model. In the household individuals may be exposed to the
contaminated groundwater by means of various household activities, such as washing,
drinking and showering. The methodology includes uptake, metabolised dose and estimation
of low-dose effects. They used a nested Monte Carlo approach to separate between
uncertainty and variability. All parameters are assumed to incorporate some elements of
uncertainty and variability. The geological heterogeneity, represented as spatially variable
hydraulic conductivity, influences uncertainty and variability in groundwater flow and
contaminant transport. Representation of the uncertainty in cancer potency, and the
uncertainty and variability in rates of metabolism of carcinogenic compounds and in the
hydraulic conductivity is important when predicting human health risk.

Batchelor et al. (1998) conducted a stochastic risk assessment at a PCB contaminated site in
Texas. Four pathways were considered: inhalation, dermal contact, ingestion and consumption
of fish or cattle that had been exposed. All variables in the risk assessment model were given
a probability density function (PDF) and simulated in Crystal Ball with the Latin Hypercube
sampling method with 100,000 iterations. The upper bound of total cancer risks were
estimated to be in the range from 10-5 to 10-4. The stochastic calculations were compared with
deterministic conservative calculations which correspond to the 99.7-99.8% points of the
distribution for risk calculated by the stochastic model. Preliminary remediation goals were
calculated at different risk assurance levels.

Hamed and Bedient (1997) investigated the performance of computational methods for risk
assessment from PCE contamination of a groundwater supply in California. Monte Carlo
simulation was compared with first- and second-order reliability methods. For the first case
study, PCE concentration in the water was obtained from sampling from the water supply and
the result was investigated for a number of different target risk levels. Exposure pathways
included was dermal contact with water, ingestion and inhalation with nineteen different
variables. The variables with most impact on the result was dependent on the risk target level
but generally PCE metabolised cancer potency and PCE concentration in water. As a second
case study they consider the risk due to ingestion only of benzene contaminated groundwater
where they include a groundwater transport model. Where uncertainty in fate and transport
parameters was included, these had the most impact on the probabilistic outcome (decay
coefficient and contaminant velocity, including the retardation factor).

Hamed (1999) made a probabilistic sensitivity analysis using the first-order reliability method
of the cancer risk resulting from dermal contact with benzo(a)pyrene (BaP)-contaminated
soils. Nine parameters were considered random: average body weight, fraction of skin area
exposed, soil concentration, cancer potency factor, average body surface area, skin soil
loading, time soil stays on skin, soil bulk density, and skin water content. On the other hand,
variables such as organic carbon fraction, soil water content, and soil porosity was chosen
deterministically. Next, Hamed (2000) investigated the effect of the choice of PDF on the
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probabilistic outcome in the above mentioned study. The distributions for the variables cancer
potency factor, soil concentration and fraction of skin area exposed was investigated as these
had the most impact on the outcome. Three different distributions were considered: normal,
lognormal and uniform. On the 50th level for probability of failure for incremental lifetime
cancer risk the PDFs of the studied variables had only moderate impact. On the 95th level on
the other hand, the impact was much greater. Hamed (2000) conclude that the chosen PDF
will generally have a large impact in public health risk assessment because in most cases the
regulatory risk is at the tail end of the risk distribution.

������� 8QFHUWDLQW\�LQ�HQYLURQPHQWDO�VWDQGDUGV
Risk assessment can be used to derive generic guidelines. As discussed, the models can
incorporate several uncertainties. According to Whitehouse and Cartwright (1998), Barnett
and O’Hagan [1997] argue for “statistically verifiable ideal standards”, which combine a level
that should not be exceeded with a standard for ensuring statistical verification of compliance
with that limit. Whitehouse and Cartwright (1998) conclude that: “More robust standards
would result from an explicit recognition of variability, for example by expressing standards
as probability density functions rather than oversimplistic threshold concentrations. This
would also enhance the utility of standards because it opens up the possibility of probabilistic
risk assessment and more effective cost-benefit assessment.” Andersson (1999) applies this
view, referring to the statistical verification as a specified risk acceptance level. Because, as
Andersson (1999) notes, a deterministic regulating framework is insufficient for controlling
and managing risks (risk is defined as a probability of event).

Freeze and McWhorter (1997) developed a framework to investigate the risk reduction due to
DNAPL mass removal from low-permeability soils. Regulatory compliance in most cases
takes the form of maintaining dissolved trichloroethylene (TCE) concentrations below
specified standards at compliance monitoring wells. They presume an alternate concentration
limit (ACL) back calculated from a maximum contaminant level or from a health-risk
characterisation. The reason is that it is risk-based and thus allows for direct consideration of
risk-reduction. A tutorial, prepared by Sandia National Laboratories (1998) demonstrates the
use of SmartSampling at a Mound Plant in Miamisburg, Ohio. SmartSampling is developed
for the purpose of environmental decision-making at contaminated sites. The defined decision
rules for the remediation are: all soil will be removed where the probability of exceeding
75 pCi plutonium/g is greater than or equal to 0.05, and all soil will be removed where the
probability of exceeding 150 pCi plutonium/g is greater than zero. The rule is formulated in a
probabilistic way to account for uncertainties.
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Regulations and guidelines have been set up through out the different countries. These have
developed as more and more is learnt about contaminated sites and contaminated
groundwater. There are in principle two ways of looking at regulations. Either we will
approach it by cleaning up the site until the allowable concentration is reached. A second
approach is to have a risk-based view of the problem. By a risk-based view is here meant to
find an acceptable equilibrium between risks, uncertainties and costs in order to allocate
resources in a proper way.

A crucial question is how to find this equilibrium. When do we have acceptable risks, when
are the risks unacceptable? To which cost can we reach an acceptable risk? Is it worth it? Are
there alternative ways to obtain this level of ambition? Many scientists have been busy to try
to structure frameworks in helping answering some of these questions and there are many
different approaches to deal with it. The following chapter will try to present some of the
work done in this field.

There are many suggestions in the literature on how to structure information such that a
decision can be made concerning strategies at contaminated sites. The previous parts have
focused in the background of the problem whereas this part will focus on different author’s
suggestions on how to solve it. The most used decision rule is the expected utility rule. Pure
Bayesianism is not found where both probabilities and utilities are purely subjective. Instead,
objectivist EU is commonly extended with the use of subjective estimates of objective
probabilities, thus Bayesian updating of probabilities and parameters. In applications of data
worth analysis, Bayesian updating plays a crucial role.

The degree of knowledge applied in the decision situation is mostly considered to be a
complete probabilistic knowledge, thus situations under risk. However, since data worth
analysis is often suggested, the degree of knowledge is implicitly under uncertainty. Some of
the authors suggest to include the probability density function (or distribution of the
probability) instead of a point estimated probability. This can be seen as an explicit way to
express a variation of the probability, thus expressing that the decision is being made under
uncertainty.

First, the difference between optimisation and decision analysis is shortly described in part
5.1 and a few early examples given of its application of data worth analysis and decision
analysis. This is because the basic idea of a present uncertainty and the use of Bayesian
updating are used in later applications of decision analysis. Second, suggested frameworks not
based on optimisation before 1990 are described in part 5.2. The reason for this is due to an
extensive work by Freeze and co-workers in 1990-1992, which summarised and extended
most of the previous ideas. This work is shortly described in part 5.3. Some case studies and
variations of this framework are also presented in this part. Finally, some suggestions of
social decision theory are described in part 5.4.

����� 2SWLPLVDWLRQ
Freeze and Gorelick (1999) made a comparison between stochastic optimisation and decision
analysis for the design of remedial pump-and-treat systems in contaminated aquifers. They
point out the main similarities and differences of the both decision-making frameworks.
Additionally they propose possible ways to combine the two methods. The fundamental
difference lies in the fact that decision analysis considers a broad suite of technological
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strategies from which one of many predetermined design alternatives is selected as the best
and stochastic optimisation determines the optimal solution of a single technological strategy
at a time. Thus solutions of decision analysis are not truly optimal because the discrete
number of design alternatives are not likely to include the optimal one. On the other hand,
decision analysis has no problem with the consideration of non-linear and discontinuous
problems.

Optimisation allows identification of truly optimal values of the decision variables (for
example pumping rates) and their continuous range. Linear programming is the most
developed technology. It requires all functional relationships within the framework, namely
the objective function and constraints, to be linear. If any non-linearity exists in the system it
requires the use of non-linear programming, which requires more computational efforts.
Discontinuities can cause large problems and recent advances in simulated annealing, neural
networks, and genetic algorithms are being developed to deal with such difficulties (Freeze
and Gorelick, 1999).

There are different ways to view the problem. Deterministic optimisation gives rise to a
single-valued deterministic optimum, whereas stochastic optimisation provides a
probabilistically distributed stochastic optimum being a function of the reliability. Often this
is presented in the form of a trade-off curve that allows the decision-maker to choose degree
of reliability in relation to the cost. Deterministic or stochastic optimisation can use either
linear or non-linear programming. One may also achieve single-valued optimum solutions
with stochastic optimisation by including a defined level of reliability.

There are many studies done in the field of optimisation. For example, Mylopoulos et al.
(1999) used a stochastic optimisation approach for designing pumping wells for the purpose
of aquifer remediation. The location of the wells was fixed whereas the pumping rate was
optimised as to minimise the total operating cost. However, a full review of the theory and
different case studies will not be included in this literature review. Instead, the main interest is
on the relation between optimisation and decision analysis, about which Freeze and Gorelick
(1999) has made an excellent contribution. Below are a few early examples that are of interest
in the light of decision analysis.

������� (DUO\�ZRUNV�RQ�GHFLVLRQ�DQDO\VLV�IUDPHZRUNV�ZLWK�RSWLPLVDWLRQ
Haimes and Hall (1974) present a multi-objective decision framework to solve the problem of
noncommensurable objectives, thus objectives that are not possible to reduce to a single
measure. The basic principles are an optimisation framework combined with the construction
of surrogate worth trade off functions to weigh the different objectives against each other.
First the objectives are identified and optimised separately. Thereafter a trade off matrix is
constructed based on asking the decision-maker of his or hers preferences. This can be done
in some different ways proposed by the authors. The trade off matrix is then used to provide
the best solution given the multiple objectives.

Kaunas and Haimes (1985) combine risk and optimisation for risk management of
groundwater contamination in a multi-objective framework. They present a hypothetical
problem that considers three objectives: to minimise the cost of prevention of contamination,
to minimise the proportional time of contamination and to minimise the sensitivity of the
contamination time to uncertainties in dispersivity. The method is intended to optimise the
measures taken to reduce the threat of random industrial solvent (here: trichloroethylene,
TCE) spills into an aquifer used for drinking water. The following models and methodologies
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are used: 1) a mass transport model to find well solute concentration response to an impulse
spill input and 2) random number simulation to create a stochastic time series of spills and to
find pollution time for chosen values of decision variables. Further: 3) linearity/convolution to
obtain data on concentration versus time in well water, 4) regression analysis is used to
compute a functional form of the pollution time ratio objective [I��[�] versus investment
decision variables and dispersivity, and 5) risk dispersion index method (RDIM) is used to
calculate the sensitivity index of I��[�. This index approximates the standard deviation of the
contamination ratio I��[�. Finally, 6) trade-off analysis is used to find a preferred solution to a
multi-objective optimisation problem using the concept of trade-offs among multiple
objectives, as in Haimes and Hall (1974).

Jettmar and Young (1975) use economic results derived from optimisation of reservoir size to
compare the use of simple or complex synthetic hydrologic data generator to historic data as
input in a reservoir model. Thus instead of using the decision model to answer the question of
how to design a reservoir, they use the decision model as a means to investigate different
ways of generating data.

Marin (1986) and Loaiciga and Mariño (1987) made similar studies on how different methods
of parameter estimations affect management decisions. The economical model is in both
papers a minimisation of a loss function. Marin (1986) uses a general assymmetric loss (or
regret) function, whereas Loaiciga and Mariño (1987) uses a quadratic and symmetric loss
function.

Marin (1986) compares decisions made by classical parameter estimations (maximum
likelihood techniques) with those made by Bayesian parameter estimation. The Bayesian
parameter estimation procedure takes into account both the uncertainty of the parameter as
well as the (economical) loss that can arise due to a non-optimal decision. Although in the
examples given, the Bayesian approach results in more efficient decisions, the general
conclusion is that the incorporation of parameter uncertainty does not guarantee improved
management decisions, depending on the formulation of the loss function.

Loaiciga and Mariño (1987) made their study against the background that simulation models
was being more incorporated in management schemes and that it had previously been shown
that the statistical properties of parameter estimates affect the simulated field variable. Thus, it
could be expected that different approaches for parameter estimations lead to different
management solutions, which is shown in their study. They compare the classical (non-
random but unknown), the Bayesian (random), and the deterministic (fixed and known)
approaches for parameter estimation.

������� (DUO\�ZRUNV�RQ�GDWD�ZRUWK�DQDO\VLV
Generally, data worth analysis considers the evaluation of reduction of uncertainty of
additional data EHIRUH�the data is being measured. The worth of additional data can be viewed
differently. The aim can be to reduce uncertainty and the best additional data is that which
reduce the uncertainty as much as possible. Another viewpoint is to consider the worth of
additional data as a function of not only the system that is described, but also of the economic
importance of the decision being made. Thus, if the additional data is more costly in terms of
change of the outcome of the updated economical objective function, then the new data is not
worth its price. Another criterion for additional information to be of any value is if the
information will change the decision. If the new data does not change the decision, then it has
no value.
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Davis and Dvoranchik (1971) consider additional information valuable only if its possession
may cause a change of decision or action. The problem at hand is to decide whether another
year’s peak flow data in a river is worthwhile when designing a bridge. The variable cost of
the bridge (Bayes’ risk) is depending on both the construction (pile depth) and a risk-cost if
the bridge is lost during a flood. The expected variable cost is calculated as a function of pile
depth, and the pile depth that minimises the expected total cost is sought. This optimum pile
depth however, is based on limited data. The crucial question therefore is to decide whether
another year’s data reduce the cost of the bridge design enough to wait for this year’s data.

The authors use a nice little story to demonstrate the basic idea of the data worth analysis. To
see how good their prior selected design is, they set up a meeting with Professor I. M.
Clairvoyant who can tell them the true yearly peak flow distribution. Using this they may
calculate an opportunity loss, OL (or regret) namely the loss of not selecting the true best
design. This is also the maximum consulting fee they are willing to pay the Professor (the
Value of Perfect Information, VPI). The Professor’s crystal ball was fractured and the authors
solve this by calculating the expected opportunity loss (XOL) instead. This is the same as the
Expected Value of Perfect Information (EVPI). To calculate the value of next years data they
want to consult the Professor again but unfortunately, he removed all activities from campus
and the authors must therefore estimate it instead. They calculate the Expected Value of
Sample Information (EVSI) as the difference of XOL and the expectation of next year’s
expected opportunity loss given one more sample (XXOL). Thus:

EVSI = XOL – XXOL

Davis et al. (1972) further examines the use of data worth analysis in hydrologic design, i.e.
flooding protection measures. The basic idea is the same using Bayes’ theorem when updating
their knowledge. Grosser and Goodman (1985) describe a methodology to determine
groundwater sampling frequencies (samples per year) by means of Bayesian updating. They
use Bayes’ theorem for continuous probability distributions and solve the updating process
numerically. They point out that the objective (or goal) function should be developed such
that it represents the true cost to an owner or to society.

Maddock (1973) sketches a framework for optimising the management of an irrigated farm. A
data worth analysis is done by ranking the parameters that are the most critical to managing
the farm, and to combine this with the cost of data collection. Gates and Kisiel (1974)
evaluate the worth of additional data to a computer model of a groundwater basin. They
focused on prediction errors caused by errors in basic data. They point out however, that their
model is not able to indicate when further sampling is no longer justifiable. This is due to that
they do not express sample worth in terms of precise economic benefit, but rather in terms of
reduction of the expected error after sampling.

����� (DUO\�ZRUNV�RQ�ULVN�PDQDJHPHQW�IUDPHZRUNV
Sharefkin et al. (1984) developed a generalised cost-benefit analysis as a framework for
evaluating the impacts, costs, and techniques for mitigating groundwater contamination. The
purpose of the paper was to investigate economic analyses of groundwater contamination
problems and economic comparison between alternative policies for managing groundwater
contamination. They compare different techniques of surface water control, groundwater flow
control, plume management, chemical immobilisation, and excavation and reburial. A damage
valuation is done to compare the costs of the different alternatives. The damage valuation is
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based on a health-risk assessment of summing up the individual-chemical cancer induction
risks, ignoring synergistic effects. The damage valuation is done in economical terms by
multiplying the mortality risk range with the value of the mortality risk range. They list some
recent values of life estimates varying from about US$ 10 million to US$ 57 000/life and
apply a range of $105-106. Results suggest that the potential damages and the cost of
containment once contamination has occurred can be quite high and they conclude that
prevention appears to be the best cure in these situations.

Marin et al. (1989) proposed a sequential decision framework for assessing the effects of
waste sites on groundwater. The methodology was incorporated into an advisory computer
system for North Carolina groundwater quality modelling and management needs. The system
uses Monte Carlo simulation techniques with a deterministic model incorporated into a
sequential Bayesian risk methodology. It is stated to provide a flexible decision format within
which to consider permitting and monitoring of hazardous waste sites under imperfect
information.

The criterion used for ranking alternate permit strategies is based on the corresponding
expected net benefits. The net benefits are in principle calculated by subtracting the cost of
supplying control level /L from the benefits of the avoided hazard costs. Supply costs are by
far not as difficult to estimate as are the avoided hazard costs since the latter addresses human
health damage costs. Marin et al. (1989) use a proxy objective by using the appropriate level
of protection as the one which meets the standards set by regulatory agencies at minimum
cost. The advisory system of Marin et al. (1989) is designed to represent the permitting
process as a sequential set of logical decision points. It involves a macro program that
sequences the execution of various components of the system: data handling and analysis,
model selection and use, risk/error analysis, sampling design, and permitting decision. The
decision is obtained by proceeding through an increasingly refined set of criteria. In a second
paper (Medina et al. 1989) they present the modifications used to adapt a deterministic
numerical transport model for Monte Carlo analysis in the sequential algorithm.

����� 5LVN�FRVW�EHQHILW�DQDO\VLV
The most extensive work on risk-cost-benefit analysis applied in hydrogeological design is
that by Freeze et al. (1990). It was presented in four-part article series in Ground Water during
the years 1990-1992. The first part emphasises the outline of the decision framework, the
second and third parts (Massmann et al., 1991; Sperling et al., 1992) gives examples of
applications to groundwater contamination and groundwater control systems respectively. The
third part (Freeze et al., 1992) investigates the use of data worth in the development of site
investigation strategies. Figure 5.1 gives the outline of the framework, with its different parts.
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)LJXUH������7KH�RXWOLQH�RI�WKH�SURSRVHG�GHFLVLRQ�IUDPHZRUN�E\�)UHH]H�HW�DO���������

The decision model allows for comparison of alternatives. The engineering reliability model
is used to represent the expected performance of engineered components of the system. The
hydrogeological simulation model is used to represent the expected performance of the
hydrogeological parts of the system. The simulation must be stochastic to account for
uncertainties, described by a geological uncertainty model and a parameter uncertainty model.
The field investigation program determines the form of the uncertainty models, where the
concept of data worth is included. For a detailed description of the framework, the reader is
directed to these papers. Below is only a short summary of the decision model.

The decision model is based on a risk-cost-benefit analysis of each possible decision
alternative. The risk is a probabilistic cost, whereas the investment costs and the benefits are
viewed as being completely known. The alternative that has the lowest total cost should be
chosen. The total cost is given by an objective function. The objective function (Φ) for each
alternative j = 1…N is the net present value of the expected stream of benefits (B), costs (C)
and risks (R) over an engineering time horizon (T), and discounted at the market interest rate
(i):
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where Φj is the objective function for alternative j [$]; Bj(t) are the benefits of alternative j in
year t [$]; Cj(t) are the costs of alternative j in year t [$]; Rj(t) are the risks of alternative j in
year t; T is the time horizon [years]; and i is the discount rate [decimal fraction].

The risk is an engineering risk to the owner-operator as opposed to a health risk to receptors
in a regulatory health-risk characterisation. The risks R(t) are defined as the expected costs
associated with the probability of failure:

)()()()( III &W&W3W5 γ=

where Pf(t) is the probability of failure in year t [decimal fraction], Cf(t) are the costs
associated with failure in year t [$], and γ(Cf) is a normalised utility function [decimal
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fraction, γ ≥ 1] to be able to account for risk-averseness in the objective function. Pf is
calculated from the uncertainty models in the framework.

The optimal risk is considered to be the risk that gives the lowest total cost. Sometimes this
theoretical optimal risk is not accepted i.e. regulatory agencies. Figure 5.2 describes the
concept of optimal risk as opposed to acceptable risk. Figure 5.3 is a summary that gives an
overview f the different components that must be considered when designing a decision
model.

)LJXUH������7KH�RSWLPDO�ULVN�LV�ZKHUH�WKH�WRWDO�FRVW�LV�PLQLPLVHG��7KH�RSWLPDO�ULVN�PD\�QRW�EH
DFFHSWDEOH�KRZHYHU��7KH�DFFHSWDEOH�ULVN�FDQ�EH�DW�D�KLJKHU�WRWDO�FRVW��$IWHU�)UHH]H�HW�DO�
�������

In principal, Freeze et al. (1990) summarised and completed much of what had previously
been done in the field of decision analysis applied at hydrological and hydrogeological
design. James et al. (1996b) states that is an important formalised tool for helping site
managers to efficient allocation of resources under conditions of uncertainty, complex sites
and diverse stakeholders. Two decisions in particular are addressed with risk-cost-benefit
analysis in hydrogeology: (1) determination of the lowest-total-cost remedial action
alternative from a suite of acceptable alternatives, and (2) estimation of the cost-effectiveness
of collecting additional information to reduce uncertainty.

Rosén and LeGrand (1997) present a preliminary guidance framework in accordance with
Freeze et al. (1990), for monetary risk assessments of groundwater contamination at early
stages, prior to any new measurements or actions. Two objectives of the framework is put
forward: 1) to provide an assessment framework which optimises use of professional
judgement for studies where data are limited and 2) to give synergistic interpretative values
that complement field measurements and that can be used as prior estimates in more detailed
studies. The development of conceptual models, based on sound hydrogeological reasoning
by experienced hydrogeologists is pointed out as a key issue to arrive at useful risk
assessment at early stages. Four basic principles are applied within the guidance framework
presented: 1) Bayesian statistics, 2) the concept of exceeding critical compliance levels, 3)
hypothesis testing, and 4) a dual-oppositional site approach.
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)LJXUH������$Q�RYHUYLHZ�I�WKH�GLIIHUHQW�FRPSRQHQWV�WKDW�PXVW�EH�FRQVLGHUHG�ZKHQ�GHVLJQLQJ�D
GHFLVLRQ�PRGHO��$IWHU�)UHH]H�HW�DO���������

������� ([DPSOHV�RI�FDVH�VWXGLHV�ZLWK�WKH�DSSOLFDWLRQ�RI�ULVN�FRVW�EHQHILW
DQDO\VLV

Massmann and Freeze (1987a, b) used an earlier version of the described framework to
investigate the interaction between risk-based engineering design and regulatory policy
applied to groundwater contamination from waste management sites. They did this by
applying a risk-cost-benefit analysis from an owner/operator perspective and indirect analyse
the impacts of different regulations. The probability of failure in the study is calculated by
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means of two probabilities: 1) the probability of breach of containment (reliability theory) and
2) probabilistic contaminant travel times (by numerical simulations of advective travel time in
a stochastic medium). Massmann and Freeze (1987b) include a case history with the principal
motive to illustrate that the relatively large amount of data required for the analysis presented
in this study can be obtained for a fairly typical application. The risk term in the
owner/operator’s objective function was found to be of relative unimportance. If this would
be found to be a common economic feature for a more general suite of landfill sites, it would
lend credence to their conclusion that regulatory agencies must use design standards and
siting standards rather than performance standards and penalties to ensure groundwater
quality.

An example given by James et al. (1996b) is demonstrated to a real remediation problem at
Oak Ridge National Laboratory in Tennessee where radioactive waste was buried in earthen
trenches, which is now leaching. The options considered are whether to provide an interim
containment immediately, while waiting for a permanent remediation method or whether
monitoring alone is acceptable. James et al. (1996b) present the framework as a three-step
process: 1) prior analysis, 2) data-worth analysis, and eventually 3) posterior analysis based
on new information if this was found to be cost-efficient. Cost-effectiveness of new data is
defined as when the new data will change the outcome of the prior risk-cost-benefit analysis.
A maximum justifiable exploration budget is estimated by using the expected value of perfect
information (EVPI). EVPI is explained by the use of economic regret. The analysis is
simplified in that probabilities are estimated instead of calculated. By reasoning it is shown
that rather robust decisions can be made with sparse data.

Jardine et al. (1996) used a decision analysis approach as described by Freeze et al. (1990) to
the design of a performance monitoring network at a waste management facility overlying
fractured bedrock. The objective was to detect contaminants before they reach a regulatory
compliance boundary and the features considered in the monitoring network include the
number of wells and their locations, the discrete monitoring zone in each borehole and how
often to take water samples. They used a discrete fracture model to simulate flow in a two-
dimensional network of planar fractures. Selroos (1997a, b) is inspired by the hydrogeological
decision-analysis framework given by Freeze et al. (1990) for developing a stochastic-
analytical framework for safety assessment of waste repositories. Nonreactive transport and
various linear mass transfer processes are accounted for.

Russell and Rabideau (2000) use Decision Analysis (DA) as presented by Freeze et al. (1990)
to evaluate 27 alternatives of pump-and-treat design. They did a thorough analysis of a large
number of factors that may influence a decision. For each of the 27 alternatives they varied
aquifer heterogeneity, the way of defining the system failure, the definition of clean-up
standards and different levels of failure costs. Additionally, the complexity of the simulation
model was varied in two different ways. Generally, heterogeneity, failure definition, and
failure cost influenced the outcome of the DA. The use of different complex simulation
models seemed to generate similar outcomes. This is however, not thoroughly discussed in
the paper.

9DULDWLRQV�RI�3I

Lepage et al. (1999) present a case study at a large municipal landfill in Montreal. It follows
Freeze et al. (1990) in principle but ignores to quantify uncertainties of the geology,
hydrogeological parameters and the reliability of the technical system. The decision analysis
is done from an owner/operator perspective using a market interest rate. The performance
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criterion to meet is the containment of leachate within the property boundaries, making a flow
model suitable, as the concentration is not an issue. Four different alternatives are evaluated,
all based on the idea of hydraulic containment. The probability of failure is not quantified as a
probability since the uncertainties are not quantified. Instead a weighting factor is used to
calculate the risk. The failure weighting factor (β) is defined as the ratio of the number of
streamlines leaving the site for the tested operating conditions, divided by the number of
streamlines leaving for the calibrated model without any new leachate hydraulic control
measure.

Barnes and McWhorter (2000a) propose a risk-cost approach for the design of soil vapour
extraction (SVE) system that takes into account uncertainties in the soil properties. The
framework uses three of the six components first proposed by Freeze et al. (1990): 1) a
hydrogeological simulation model, 2) a parameter uncertainty model, and 3) a decision model.
A two-dimensional soil-gas flow and vapour transport numerical model, VapourT was used.
The only parameter that was assumed uncertain was the intrinsic permeability, which was
inserted in the governing equation by means of a Monte Carlo simulation. The authors point
out that other parameters may as well be considered as uncertain (for example porosity and
fraction of organic carbon). A risk-neutral decision-maker is assumed, the time horizon was
set to 10 years, and the costs and risks time-dependent. Cost of failure was estimated as the
cost of excavating and disposing of the entire volume of originally contaminated soil.
Probability of failure was calculated as the ratio of the number of realisations that fail to meet
the cleanup goal to the number of realisations used in the Monte Carlo simulation, similar to
the idea of Lepage et al. (1999).

������� ,QFOXGLQJ�XQFHUWDLQWLHV�LQ�&I

Wladis et al. (1999) uses the decision model formulated by Freeze et al. (1990) to perform a
risk-based decision analysis of atmospheric emission alternatives to reduce groundwater
degradation on the European scale. The main objectives of their work are to provide a
conceptual framework for 1) analysing economic implications of the hydrogeologic
uncertainties in decision analyses of the different alternatives, and 2) studying the impact of
different approaches to value groundwater degradation. The SMART2 model (Kros et al.,
1995) was used to predict concentrations of aluminium and nitrate in groundwater due to
input of acidifying components from the atmosphere. Two atmospheric emission control
scenarios for NOx, SO2, and NH3 were studied with respect to their effects of reducing nitrate
and aluminium contamination in natural land in the Netherlands. Probability density functions
(PDF) were assigned to the model inputs and Monte Carlo simulation yielded PDFs of the
block concentrations and contamination areas. Benefits and implementation costs were
estimated.

Cost of failure was estimated both by direct and indirect methods. Wladis et al. (1999)
estimated a minimum value of groundwater resources and applied a range of economic values
to the resource to study the sensitivity of decision analysis to the valuation of groundwater. In
total eight different values of the cost of failure were prepared. The study was done from a
societal perspective, using a zero discount rate. The results indicate that the decision on the
optimum alternative is dependent on the cost of failure and the acceptable level of economic
uncertainty being equal to the variability of the risk (Wladis et al., 1999). They summarise it
as; the larger the reduction of emissions, the less the economic uncertainty and the higher the
value of the groundwater resource, the larger the economic uncertainty.
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������� ,QFOXGLQJ�5HJUHW
Dakins et al. (1994) uses a similar approach as Freeze’s group does for deciding how many
cubic meters of sediments that must be dredged in New Bedford Harbor, Massachusetts in
order to reach the environmental goal of a maximum PCB-concentration in winter flounders.
They use two failure criteria to calculate the expected loss of a certain management decision.
1) Over-remediation; the cost of failure is the amount dredged unnecessarily. 2) Under-
remediation; the cost of additional dredging plus the cost of delaying the dredging of the
harbour, thus delaying the fishing industry. They estimate the dredge cost to $1000/m2. The
cost of under-remediation is estimated to $50 million. Ad is the area dredged given the
decision and Ac is the correct (but unknown) area necessary to dredge just to meet the PCB-
criterion. Then the loss function (L) can be written as:
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Unsurprisingly, we don’t know the correct area and are forced to calculate the H[SHFWHG loss
instead. This is done using Monte Carlo simulation, computing the average loss for a fixed Ad

taken over the probability space of Ac:

∑
=

=
1

L

LFGG
$$/

1
$/(

1
, )(

1
)]([

Ac,i is the correct area to be dredged based on the Lth iteration of the Monte Carlo simulation.
The optimal decision is identified as the alternative with the minimal expected loss of a series
of values of Ad.

Additionally they compute the expected value of including uncertainty (EVIU) in their
analysis as the difference between the expected loss of the optimal management decision
based on a deterministic analysis and the expected loss of the optimal management decision
based on the uncertainty analysis. The expected value of perfect information (EVPI) is
calculated. The remediation decision done is always Ad=Ac in this case:
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The uncertainty analysis was done considering inputs and parameters in the model of PCB-
uptake in winter flounders, whereas the model structure is not included. Monte Carlo
simulation using the Latin Hypercube sampling technique is used.

Angulo and Tang (1999) uses two failure criteria similar to Dakins et al. (1994) to design the
most optimal groundwater detection monitoring system under uncertainty. They use Monte
Carlo simulation for the calculations. The H[SHFWHG total cost is a function of construction and
monitoring costs (&F) and cost of remediation (&Y) given the monitoring system:

((Total cost) = )()( IY(&3GY(&3& YIYGF ++

where Pd is the probability of detection, Pf is the probability of failure of the system to detect
contaminants, E(vd) and E(vf) are the expected plume volume given detection and failure
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to detect a plume, respectively. The construction and monitoring cost depends on the number
of wells in the system. They aim to maximise the probability of detection, to minimise the
contaminated volume, and to minimise the total cost.

������� $OWHUQDWLYH�GHFLVLRQ�FULWHULD
Paleologos and Lerche (1999) points at the need for using more than one decision criteria in
environmental projects, exemplified with the transport and burial of hazardous and
radioactive wastes. The decision criterion often used is to maximise the expected monetary
value (MEMV). The authors conclude that the sole use of this criterion may lead to erroneous
decisions in the presence of uncertainty. Instead the authors propose to use additional
statistical measures such as for example the standard error and volatility (a measure of the
uncertainty of the expected value) to get insight into the decision process. The reason is that
MEMV fails to differentiate between the consequences of limited and catastrophic failures.
Including high-cost and low-probability events in a decision analysis can have different
effects such as: (I) Reversing the expected return from a positive to a negative value for a
range of contract awards of a project. (II) Significantly increasing the standard error and
volatility. (III) Substantially reducing the probability of success. An unjustified inclusion of
catastrophic scenarios can alter the perspective of a project and guide a corporation away
from a possibly profitable investment.

������� 'DWD�ZRUWK�DQDO\VLV�XVLQJ�GLIIHUHQW�LQYHVWLJDWLRQ�VWUDWHJLHV
The concept of data worth analysis is based on Bayesain updating of prior estimates. The idea
is to make the updating before measurements, that is before you know the actual test results.
Thus you need to be able to predict how much the proposed investigation program will reduce
uncertainty. The proposed investigation programs are commonly analysed by means of search
theory or indicator kriging.

Freeze et al. (1992) includes data worth assessment in their proposed decision analytical
framework. Figure 5.4 should thus be seen in relation to previous figure 5.3. In the decision
model goes the prior estimates. A data worth analysis is done using preposterior estimates.
Preposterior estimates are updated by Bayes’ theorem using the expected result of a sample. If
the new (unknown before actual measurement) data increases the expected value of the
objective function more than the cost of obtaining that data, then the data are worthwhile. The
concept of regret is commonly included in data worth analysis (see also expected opportunity
loss, part 5.4.3). Thus, if the difference between the regret prior to new data and the regret
(pre-) posterior to new data is larger than the cost of that data, then it is worthwhile.

Freeze et al. (1992) described the concept of data worth for detecting aquitard discontinuities
using search theory. This was further developed in James and Freeze (1993) where they used
indicator kriging to estimate the reduction of uncertainty of the presence or absence of a
hydrogeological window in the aquitard.

James and Gorelick (1994) propose a stepwise optimising framework for the use of data
worth analysis in the application of delineating and remediating a contaminant plume.
Uncertainties lay within uncertain source location and loading time and aquifer heterogeneity.
The objective is to minimise the total cost of sampling and remediation. Monte Carlo
simulation was used to generate a number of equally likely plumes. A number of these plumes
were randomly drawn and for each of these the optimum number and location of samples
were estimated. The optimal number and location of sample points is the average of these.
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Figure 5.5 shows the proposed structure, which also applies to the work of Freeze et al.
(1990).

)LJXUH������2YHUYLHZ�RI�GHFLVLRQ�IUDPHZRUN�ZLWK�GDWD�ZRUWK�DQDO\VLV�LQFOXGHG��$IWHU�)UHH]H
HW�DO���������

)LJXUH������2XWOLQH�RI�VWHSV�LQFOXGHG�LQ�GDWD�ZRUWK�DQDO\VLV��$IWHU�)UHH]H�HW�DO���������
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Dakins et al. (1996) used a similar approach on the problem of risk-based remediation of PCB
contaminated sediments. They call it Bayesian Monte Carlo analysis and it is used to simulate
outcomes of future data collection programs. This is in principle what is described above.
They calculate the expected value of sample information (EVSI) for each propsed sampling
program and compares this with the expected value of perfect information (EVPI). EVPI acts
as a upper limit to how large (expensive) the sampling program can be. They conslude that
EVSI is most sensitive to the unit cost of remediation but rather insensitive to the failure cost
of under-remediation (see also Dakins et al., 1994, previously described in part 5.4.3).

James et al. (1996a) uses the concept of regret to analyse whether new data is of any value,
that is if it has the potential to change the decision outcome. They determine parameters
where the uncertainty has the largest effect on the outcome by a ranking method using
regional sensitivity analysis (RSA). They note that there can be four possible outcomes of a
sampling program: 1) conditions for failure are correctly indicated, 2) conditions for failure
are falsely indicated, 3) non-failure conditions are correctly indicated, and 4) non-failure
conditions are falsely indicated. For simplicity they assume that any sampling program will
not give any false indication of failure.

����� 6RFLDO�GHFLVLRQ�WKHRU\
Kruber and Schoene (1998) propose that remediation decisions with different interested
parties can greatly benefit from decision analysis. Figure 5.6 shows the main steps of the
proposed decision analytic procedure. The decision context outlines what objectives and
restrictions (financial limitation, regulatory restrictions etc.) are imposed on the decision at
hand. Three remediation companies was contacted to do the design and quantification of
decision alternatives. The authors added a fourth technology to enlarge the scope of the
decision. Uncertainties are represented by probability density functions. The result is a matrix
that for each criterion and each remediation alternative contains a probability distribution.

)LJXUH������7KH�PDLQ�VWHSV�RI�WKH�SURSRVHG�GHFLVLRQ�DQDO\WLF�SURFHGXUH�E\�.UXEHU�DQG
6FKRHQH��������

The preferences of each decision-maker are represented as a formal, mathematical model in
the defined evaluation system. The evaluation system assigns to every possible result on the
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criteria a real number, the total utility. Two building blocks are part of an evaluation system:
1) non-linear functions over the criteria, called utility functions, which express the risk
attitude of the decision-maker with respect to one criterion and 2) an aggregation method that
collapses all criteria into one indicator. Kruber and Schoene (1998) note that an evaluation
system can be constructed for each decision-maker, which can work as a starting point for
negotiations between the different parties. Utility functions are based on the concept of trade-
off between criteria.

The expected value of the total utility is calculated for each alternative once the evaluation
systems and the probability distributions are determined, giving a complete ranking of the
decision alternatives. The ranking of the decision alternatives is just the first step of the
solution of a decision problem according to Kruber and Schoene (1998). The complete
mathematical decision model gives the possibility to investigate for example which facts were
most important for the observed ranking or the stability of the ranking with respect to
variations of the input data. Sensitivity analyses can be done to identify the most crucial
uncertainties. The authors also suggest a project attendant to assist the people involved in
remediation decisions in building the decision model.

Renn (1999) proposes a model for an analytic-deliberative process in risk management,
named cooperative discourse. The model consists of three steps: elicitation of values and
criteria by the stakeholder groups; provision of performance profiles for each policy option by
experts; and evaluation and design of policies by randomly selected citizens. The model aims
at citizen participation and public involvement in risk management because risk perception is
usually different between the public and experts/policy makers. The different actors in the
cooperative discourse model are: stakeholder groups, experts, citizens, sponsors, and a
research team. The author means that the mere desire to initiate a two-way-communication
process and the willingness to listen to public concerns is not enough. A structure that assures
the integration of technical expertise, regulatory requirements, and public values is needed.
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This literature review has presented a broad spectrum of issues. The reason for this is that risk
analysis is not an isolated field, but a field that interacts with the technical, economical,
political and ethical arenas. Numerous books, papers and reports have been published since
the 70’ies concerning these issues. The main aim of this report is to provide a scientific basis
for a doctoral project on risk-based decision analysis, and to be able to draw some conclusions
regarding the continuation of this project.

The criterion to maximise the expected utility is by all means the decision criterion most
widely used, often expressed as risk-cost-benefit analysis. Risk-cost-benefit analysis has also
had a special focus in this report, since we have been interested to investigate the use of a
framework based on this theory. Even though cost-benefit analysis is a well-known tool to
many companies the use of risk-cost-benefit analysis is somewhat controversial.

A discussion on risk-cost-benefit analysis can take place at different levels. I will discuss it
primarily on two levels: 1) if it is appropriate to use and, 2) if it is considered to be
appropriate, the advantages and practical limitations of using such a framework. Finally, some
conclusions regarding future work will be discussed.

The first discussion is of a moral-philosophical or ethical character but nonetheless important.
Most of the discussion can easily be directed towards the issue of valuing human health and
the environment in monetary terms. Some of the first frameworks considered the monetary
valuation of a statistical life, but this seems to be less interesting recently. Instead we have
environmental standards that often are based on the assumption that an incremental risk over a
lifetime of 10-6 for developing cancer is acceptable. Facing the fact that we can not get a
society without any risks at all, this seems as a less controversial method than monetary
valuation of lives. However, the uncertainty of the outcome of a risk assessment needs to be
made visible.

A common argument for the valuation of environmental goods is that it can be fitted into
traditional decision-making based on cost-benefit analysis. The conclusion often drawn is that
if it is not valued it will not be considered at all. Those who argue against this mean that it is
immoral to value the environment at all and that this should be considered separately from the
economy. There is, however, an increasing trend in the society towards explicit valuation of
our natural resources. The reason may be ethical; to explicitly account for environmental good
but it may as well be a compromise between a bad (not considering environmental effects at
all) and a better but non-optimal alternative.

Risk-cost-benefit analysis defines consequences in monetary terms and can be subject to these
critiques. However, reality is not black or white. Whereas in some cases risk-cost-benefit
analysis can be considered to be out of the question it may well serve its purposes in other
situations. The degree of appropriateness depends on the art of the consequences. If
consequences are e.g. irreversible or of very large scale a risk-averse behaviour is often well
motivated. The degree of appropriateness also depends on the art of the prevailing
uncertainties, if they are very large or small, or even unknown.

Recognising these difficulties, risk-cost-benefit analysis should be considered a tool to
structure complex problems, not a tool to provide an objective true best answer. This is most
obvious when discussing different decision perspectives. A societal decision-maker will have
to, at the same site, consider a different decision horizon, regarding both consequences and
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time horizon, as compared to a private decision-maker. It is important to keep in mind the fact
that what does not go into the analysis will not be considered and that the decision-maker are
responsible for what goes into the analysis.

The discussion on the ethical aspects of using risk-cost-benefit analysis could be much more
extensive. Basically, this is a discussion of whether utilitarianism fails to consider important
aspects such as justice, equity and freedom. However, this is somewhat out of the scope of
this report.

When it may be considered to be appropriate to use risk-cost-benefit analysis in a project,
there are some topics of a more practical character which are of interest.

Obviously, the inclusion of uncertainties in the analysis is of primary importance. When data
is insufficient to make statistical estimations of these uncertainties, we are forced to make
subjective estimations of those uncertainties instead. However, for projects related to
contaminated sites it may well be a large DGYDQWDJH of being able to include subjective
information. Thus, expert knowledge is something that should be aimed at making the best
use of. But as many authors concluded, estimations are often far too overconfident which is an
aspect that needs attention. Bayesian statistics makes use of subjective information. For the
purpose of data worth analysis included in the framework, Bayesian statistics makes it
possible to update prior data.

The uncertainties needs to be included in calculations on contaminant transport and
groundwater flow, in the decision model and in the consequence costs. The idea of risk-cost-
benefit analysis however, is not primarily the use of specific software, but rather to apply a
certain way of thinking about uncertainties and weighing these uncertainties against costs.
Software, modelling codes and similar are important tools to do this. There are numerous
modelling tools available and the choice of model is an important aspect in risk-cost-benefit
analysis. The model must be able to incorporate uncertainties and it should be chosen in
relation to the decision to be taken. If the consequences may be very large, a higher degree in
complexity of the model is well motivated. On the other hand simplified analytical solutions
on contaminant transport may be sufficient for decision problems with less impact or at an
early stage of a decision analysis.

Consequence costs can be difficult to estimate. It is important to carefully describe in words
what the consequences are and as far possible quantify them for the purpose of risk-cost-
benefit analysis. Some authors use different kind of valuation methods to estimate
environmental costs, others choose to consider only consequences that are easily related to
monetary costs. If risk-cost-benefit analysis for remediation of contaminated sites is to
become a method that inspires confidence in a societal perspective, valuation of
environmental consequences are needed and they are needed to be done by professionals.
Discussions and estimations of the relative size of the consequence costs may also be useful
for an overall picture of the problem at hand.

But let us focus on some possible advantages of using a risk-cost-benefit approach when
making decisions at contaminated sites. Generally, it is in the initial planning phase of (any)
projects that it is possible to influence the costs that will occur later during the execution
phase in the project. In this planning phase, when limited data is available, it is thus of
importance to be able to make the best use of data. The effort spent in the planning phase
should also be in balance with the extent of the consequences and the decision to be made.



6*,�9DULD����

56(76)

The project should be decision-driven. Risk-cost-benefit analysis can be a way of structuring
problems consequently from the early stages of a project to make optimal use of data. It is in
the nature of risk-cost-benefit to focus on the decision to be taken, forcing the decision-maker
to identify the goal in an early stage.

To structure problems and including uncertainties is not commonly used yet in Sweden in
projects dealing with investigation and remediation of contaminated soil. Including
uncertainties requires an understanding for how to interpret the results. Hence, the
presentation of such analyses and results are in great need for being clear and understandable.

The presentation of material is closely connected to communication within the project but also
communication with affected parties that are not directly involved in the project. An
advantage with using a structured approach such as risk-cost-benefit analysis is that the data
needed in the analysis have to be provided from different persons with different knowledge.
Thus, it forces a communication between different parties throughout the project.

The advantages of using a risk-cost analytical approach can be summarised as:
1. Making uncertainties visible.
2. Structuring of complex decision situations.
3. Identification of the most cost-efficient decision alternative to the decision-maker.
4. A basis for communication.

A necessary part of the doctoral project is to analyse the gain of applying a decision
theoretical view on common problems. E.g. Dakins et al. (1994) include EVIU (expected
value of including uncertainty) in their analysis to investigate the benefit of including
uncertainties. Of course, it would be nice if we could show an economical benefit of including
uncertainties. In principal though, this can only be done when a number of projects have been
carried out and evaluated since the benefit that may be calculated is the H[SHFWHG benefit.
Important though, is to compare and judge what possible benefits may such an approach have
in comparison with an approach not using such framework.

Worth mentioning is how uncertainties are treated today. The most common way of treating
uncertainties is the use of safety factors. Often, a number of safety factors are added in
different stages. The precautionary principle also tells us to be on the safe side. On the other
hand, The Swedish EPA (Statens Naturvårdsverk, 1999b) gives advice to make use of a bad
but probable case and not the worst case when making the risk classification of a
contaminated site. With a risk-based approach, the idea is to make visible the uncertainties at
hand and make decisions consciously of these uncertainties. In some cases it may be well
motivated to have a risk-neutral approach. At other times, the consequences may be of such
kind that a safe, or risk-averse, decision should be applied.

To summarise the future points of special interest for the project:

� To investigate the impact of too overconfident prior estimations of different variables and
to understand how subjective information can be formally incorporated in risk analysis.

� To use the decision framework to evaluate and to understand the impact of choosing
different decision criteria and different model complexity to different types of decision
situations.
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� With wide probability density functions and many variables the outcome of a decision
analysis may have a very wide distribution. How can such wide distributions be
interpreted and are they useful to decision-makers?

� To get experience with reasoning about environmental values. It will probably not be
possible to get exact valuations of consequences, especially not when they are of more
“existence value-character”, but how can incomplete valuations be used in a valuable way
for decision analysis?

� To compare the difference of a decision analysis outcome using a private decision
perspective and a societal decision perspective. It can not be expected that a decision
analysis would get the same outcome for different decision perspectives. It is, however,
interesting to analyse and discuss these differences in order to be able to motivate the use
of such a framework both for a private as well as a societal decision-maker.

� To get practical experience of using risk-cost-benefit analysis and data worth analysis at
contaminated sites. One of the main challenges is this practical aspect of applying a
decision theoretical framework for evaluation of contaminated sites. How can this
practically be incorporated in the early stages of projects?
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7DEOH�$���D�&DWHJRULVDWLRQ�RI�SULQFLSDO�ULVN�DVVHVVPHQW�PHWKRGV�DFFRUGLQJ�WR�&RYHOOR�DQG
0HUNKRIHU���������E

5(/($6(
$66(660(17

(;32685(
$66(660(17

&216(48(1&(
$66(660(17

5,6.�(67,0$7,21

0RQLWRULQJ
� Release monitoring
� Monitoring source

status
� Monitoring

administrative
records

� Laboratory analysis

3HUIRUPDQFH�WHVWLQJ
� Component and

system failure tests
� Accelerated-life

tests
� Accident

simulations
� Stress analysis
� Mental movies

$FFLGHQW�LQYHVWLJDWLRQ
� Field investigation
� Laboratory

investigation
� Accident

reconstruction

6WDWLVWLFDO�PHWKRGV
� Actuarial risk

assessment
� Named probability

distributions
� Bayes’s theorem
� Statistical sampling
� Regression analysis
� Extreme value

theory
� Hypothesis testing

0RQLWRULQJ
� Personal exposure

monitors (PEMs)
� Media

contamination (site
monitoring)
- $LU��VXUIDFH

ZDWHU�
VHGLPHQW��VRLO�
JURXQGZDWHU

� Remote geologic
monitoring
- $HULDO

SKRWRJUDSK\�
PXOWLVSHFWUDO
RYHUKHDG
LPHJDU\

� Biologic monitoring
- &KHPLFDO

UHVLGXHV�
ELRDFFXPXOD�
WLRQ�
ELRGHJUDGDWLRQ�
SK\VLRORJ\�
LQGLFDWRU
VSHFLHV

7HVWLQJ
� Scale models
� Laboratory tests
� Field

experimentation

&DOFXODWLRQ�RI�GRVH
� Based on exposure

time
� Coexisting or decay

substances
� Material deposition

in tissue

+HDOWK�VXUYHLOODQFH

+D]DUG�VFUHHQLQJ
� Molecular structure

analysis
� Short-term tests

$QLPDO�WHVWV
� Acute toxicity

studies
� Subchronic toxicity

studies
� Chronic toxicity

studies

7HVWV�RQ�KXPDQV
� Laboratory setting
� Field setting

(SLGHPLRORJ\
� Case-control study
� Cohort study
� Retrospective study
� Prospective study
� Molecular

epidemiology

$QLPDO�WR�KXPDQ
H[WUDSRODWLRQ�PRGHOV

'RVH�UHVSRQVH
PRGHOV
� Threshold
� Tolerance
� Mechanistic
� Time-to-response

3KDUPDFRNLQHWLF
PRGHOV

(FRV\VWHP
PRQLWRULQJ

5HODWLYH�ULVN�PRGHOV

0RGHO�FRXSOLQJ

5LVN�LQGH[HV
� Individual risk
� Societal risk

1RPLQDO�ULVN
RXWFRPHV

:RUVW�FDVH�RXWFRPHV

6HQVLWLYLW\�DQDO\VLV
� Point
� Parametric
� Rank correlations
� Stochastic
� Closed loop

6WDWLVWLFDO�PHWKRGV

3UREDELOLW\�HQFRGLQJ
� Debiasing
� Interval method
� Probability wheel
� Behavorial

aggregation
� Mechanical

aggregation

8QFHUWDLQW\
SURSDJDWLRQ
� Method of moments
� Monte Carlo

analysis
� Response surfaces
� Probability trees

4XDQWLWDWLYH
XQFHUWDLQW\�DQDO\VLV
� Confidence bounds
� Credibility analysis
� Uncertainty

partitioning

4XDOLWDWLYH
XQFHUWDLQW\�DQDO\VLV

                                                
a The table is continued on the next page.
b For a complete explanation of all the methods the reader is referred to Covello and Merkhofer (1993).



6*,�9DULD����

68(76)

7DEOH�$���FRQWLQXHG�
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&216(48(1&(
$66(660(17

5,6.�(67,0$7,21

0RGHOLQJ�PHWKRGV
� Engineering failure

analysis
� Logic trees, event

trees, fault trees,
Markov models

� Analytic process
models

� Biological models
for pests

� Containment
models

� Discharge models
� BLEVE models

3ROOXWDQW�WUDQVSRUW�
DQG�IDWH�PRGHOOLQJ
� Air

- $QDO\WLF
PRGHOV�
WUDMHFWRU\
PRGHOV�
WUDQVIRUPDWLRQ
PRGHOV

� Surface water
- 'LVVROYHG

R[\JHQ�PRGHOV�
HWF�

� Groundwater
- 7UDYHO�WLPH

PRGHOV�
DEVRUSWLRQ
PRGHOV

� Overland
� Food-chain models
� Multimedia models

([SRVXUH�URXWH
PRGHOV

3RSXODWLRQ�DW�ULVN
PRGHOV
� Census, sensitive

groups, trip-
generation models,
etc.

7HVWV�RQ�WKH�QDWXUDO
HQYLURQPHQW
� Field tests
� Laboratory tests
� Microcosms,

macrocosms,
mesocosms

(FRORJLFDO�HIIHFWV
PRGHOV
� Dynamic
� Matrix
� Stochastic
� Markov
� Harvest
Pollution response

5HIHUHQFHV

Covello, V. T. & M. W. Merkhofer, 1993. Risk assessment methods: Approaches for
assessing health and environmental risks. Plenum Press. New York.
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Below are some international networks on contaminated land listed. Further information is
available with Bardos et al. (1999) and Kasamas et al. (2000).

� CARACAS (Concerted Action on Risk Assessment for Contaminated Sites in Europe)
was initiated to co-ordinate the efforts done with developing frameworks and procedures
for assessing and managing risks. The main objective of CARACAS is to co-ordinate
current research initiatives on contaminated land risk assessment carried out by the
European Union Member States (http://www.caracas.at).

� NICOLE (Network for Industrially Contaminated Land in Europe) was created as a forum
to bring problem holders and researchers together. It aims to identify research needs and
promote co-ordinated, multidisciplinary, collaborative research that will enable European
industry to identify, assess and manage contaminated sites more efficiently and cost-
effectively. Additionally, NICOLE aims to inform relevant EU and Member States
research planners of the needs and priorities for future research (http://www.nicole.org).

� CLARINETS (Contaminated Land Rehabilitation Network for Environmental
Technologies) primary objective is to develop technical recommendations for the sound
decision making for rehabilitation of contaminated sites in Europe. Academics,
government experts, consultants, industrial landowners and technology developers
represent sixteen European countries.

� The NATO/CCMS Pilot Study (Evaluation of Demonstrated and Emerging Technologies
for the Treatment of Contaminated Land and Groundwater - Phase III) was designed to
identify and evaluate innovative, emerging and alternative remediation technologies and
to transfer technical performance and economic information on them to decision makers
and potential users.

� NATO/CCMS Pilot Study: Environmental Aspects of Reusing Former Military Lands:
One of its aim is to facilitate cooperation between NATO and former Eastern Bloc
countries.

� Ad Hoc International Working Group for Contaminated Land: Initiated in 1993, with
representatives from environmental ministries and agencies in 20 different countries
together with international organisations such as FAO and OECD.

� Common Forum for Contaminated Land in the European Union - resulted in the
Concerted Action CARACAS.

� RACE - Risk Abatement Center for contaminated soil in the CEE countries - was initiated
in Poland with the aim to contribute to the development of risk-based standards for soil
and groundwater in CEE countries, which will be acceptable for the EU.

� European Topic Centre on Soil (ETC/S). Its objective is to provide and develop
information and data about soil conditions and status in all European countries.

� ISO Technical Committee (TC) 190/SC 7 Soil Quality - Soil and Site assessment.
Established in 1995 with the aim to prepare international standards for reuse of soil
material, for assessment of possible groundwater impact due to contaminated soil,
ecotoxicological aspects of soil investigations and possible effects caused by human
exposure.

,GHQWLILHG�UHVHDUFK�QHHGV
CARACAS and NICOLE produced a joint statement on identified research needs. Bardos,
Kasamas and Denner (1999) claim the joint statement especially interesting as it represents a
consensus approached from two different viewpoints: industry (NICOLE) and regulatory
(CARACAS). The statement is available at http://www.caracas.at.
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7KH�1DWXUH�RI�&RQWDPLQDWHG�/DQG
$��6LWH�FKDUDFWHULVDWLRQ��H[WHQW��LQWHQVLW\�DQG�HQYLURQPHQWDO�WUDQVSRUW�DQG�IDWH�RI�SROOXWLRQ

• robust and rapid low-cost techniques for investigation of potentially contaminated sites
• improved methods for estimating the accuracy and variability of the whole sampling

and analytical process
• methods that yield information at spatial scales relevant for exposure assessment
• characterisation by biosensors and bioassays
• methods to assess migration of groundwater contamination
• methods to assess the natural potential of soil to reduce contaminants to acceptable risk

levels and to monitor the process
• the interaction and general fate of contaminant mixtures
• detection of non-aqueous phase liquids and the prediction of their fate.

%��%LRDYDLODELOLW\�RI�FRQWDPLQDQWV�LQ�VRLO�DQG�JURXQGZDWHU
• to study the interaction between organisms (soil fauna, bacteria, plants) and their

chemical environment
• time dependence (ageing) of bioavailability
• cost effective procedures for estimating bioavailable fractions in the environment.

)LWQHVV�IRU�8VH
$��+XPDQ�KHDOWK�ULVNV

• validation of human exposure pathways
• availability of contaminants within the human body
• availability of contaminants in the soil as compared to the availability in the animal

experiments underlying most toxicological reference values.

%��(FRORJLFDO�ULVN�DVVHVVPHQW
• impact of a site on its environment
• ecological recovery at the site
• changes in community structure caused by pollution-induced tolerance versus classical

ecotoxicological endpoints
• biomagnification and adverse effects on food chains
• ecological soil quality requirements related to human land use.

&��5LVN�SHUFHSWLRQ�DQG�FRPPXQLFDWLRQ
• Risk perception of contaminated land
• Development of communication strategies: how to communicate the results of risk

assessments and the choice of solutions to those potentially at risk and to other
interested parties.

'��5HPHGLDWLRQ�7HFKQRORJLHV
• Processes of natural attenuation
• Low-energy approaches
• Cost-effective remedial technologies
• Monitoring of remediation
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